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Abstract. Thyroid hormone (TH) metabolism regulates nervous system development, and altered TH 

levels during critical periods of development result in adverse outcomes in the human foetus. Exogenous 

compounds exert thyroid effects through a variety of mechanisms such as disruption of hormone 

balance and result in TH metabolism dysfunction which can contribute to childhood neurological 

impairments. My research focuses on in silico modelling of TH balance in the mother and foetus using 

physiologically-based pharmacokinetics (PBPK) to develop a multi-compartment model that covers 

key developmental stages of the human foetus when critical neurodevelopmental effects of the TH 

metabolic network are occurring. The current model is formulated using Ordinary Differential 

Equations (ODEs) and an extension of graph theory called Petri Nets (PN) to create a novel approach 

to investigating metabolic networks, thus avoiding the financial and ethical considerations associated 

with in vitro/in vivo techniques. My model utilises a hybrid of deterministic and stochastic methods to 

quantitatively model the concurrent processes involved. This approach has already shown promise in 

providing key input to the OECD’s efforts in making better use of increased knowledge of how 

chemicals induce adverse effects through Adverse Outcome Pathways (AOPs). 

 
Keywords: Metabolism, Pharmacokinetics, Modelling, Ordinary Differential Equations, Petri Nets, 

Bioinformatics, Graph Theory, Gillespie Algorithm, Stochastic, Michaelis-Menten 

 

1. Introduction 

Thyroid hormones (TH) are essential for the control of metabolism and nervous system development, 

and altered TH levels during critical periods of development result in adverse outcomes in the human 

foetus[1], [2]. Exogenous compounds exert thyroid effects through a variety of mechanisms such as 

disruption of hormone balance and result in TH metabolism dysfunction. This dysfunction can 

contribute to childhood neurological impairments such as mental retardation, hearing loss and brain 

development in humans[3], and understanding whether exogenous chemicals are able to exacerbate 

these effects has implications both for clinical practice and public health. All environmental pollutants, 

pharmaceuticals, crop protection and industrial chemicals go through a battery of tests, many of which 

involve animals, to assess their potential for inducing adverse effects in humans and the environment[4]. 

A frequent finding is that many of these chemicals cause the induction of Phase II xenobiotic 

metabolism, whereby these compounds are conjugated with other molecules to allow their clearance 

from  the  body.  This picture  becomes  more  complicated, however, given  that  Phase  II 

metabolism is involved in the clearance of the endogenous thyroid hormones triiodothyronine (T3) and 

its prohormone, thyroxine (T4)[5]. 
 

2. Novelty 

A fully parametrised mother-foetal in silico model has not been established in the literature. One area 

in which there has been some mathematical progress is in pharmacokinetic (PK) modelling. PK 

modelling explores the transport of drugs through different areas of the body focussing on absorption, 

distribution, metabolism and excretion of the compound being examined. PK models would allow us to 

explore the kinetics of T3/T4 interaction throughout the body and observe how these hormones are 

distributed and absorbed in the different areas of interest. Two recent PK models of T3 and T4 
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metabolism are from Eisenberg et al[6] and McLanahan et al[7]. Eisenberg et al have created a multi- 

compartment model that aims to link the brain and thyroid together. They model the HPT axis as a 

series of fast and slow compartments and use simple transport mechanisms between the HPT axis and 

the brain submodel to monitor T3 and T4 levels over time. Though lacking a liver compartment, which 

is required for our desired outcomes, this model is a good starting point for our work. 

 

3. Biology 

My research focuses on in silico modelling of TH balance (or homeostasis) in the mother and foetus 

using physiologically-based pharmacokinetics (PBPK) to develop a multi-compartment model 

representing organs that covers key developmental stages of the human foetus when critical 

neurodevelopmental effects of the TH metabolic network are occurring. Thyroid hormone homeostasis 

is maintained through a negative feedback system involving the hypothalamus, pituitary and thyroid 

glands (HPT axis). After being secreted by the thyroid gland in a 10:1 ratio respectively, the free 

concentration of T4 and T3 tend to be low because they are mostly bound to thyroxine-binding globulin, 

transthyretin or albumin. 

 

4. Methodology 

We are developing a multi-compartment model of TH homeostasis in the mother and foetus covering 

key developmental stages when critical neurodevelopmental effects of the TH metabolic network occur 

using two modelling approaches: Ordinary Differential Equations (ODEs) and Petri Nets (PN). 

4.1. Ordinary Differential Equations (ODEs) 

The current model is formulated using ODEs to describe the mass action and chemical kinetics of the 

reactants involved, with Michaelis-Menten terms for enzymatic reactions. The Michaelis-Menten 

equation describes the rate of enzymatic reactions relating reaction rate, v, to the concentration of the 

substrate [S], is given by: 

 

where [P] is the concentration of product, P, Vmax is the maximum reaction rate of P achieved at 

saturating P concentration. Km is the Michaelis constant and represents the maximum rate at which the 

reaction rate is half of Vmax as shown below in Figure 1. 

 

Figure 1. Michaelis-Menten curve for an enzymatic reaction showing the relationship between reaction rate and 

concentration of reactant. 
 

4.2. Petri Nets (PNs) 

My research also makes use of Petri Nets (PN) to create a novel approach to investigating metabolic 

networks, thus avoiding the financial and ethical considerations associated with in vitro and in vivo 

techniques. PNs are a bioinformatic technique composed of directed, bipartite graphs which have well 

defined mathematical foundations and allow the characterisation and analysis of concurrent systems 

such as cell signalling and metabolic networks[8]. Graph theory states that a graph is an object 

consisting of two sets called its vertex set and its edge set. The vertex set is a finite nonempty set. The 
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edge set may be empty, but otherwise its elements are two-element subsets of the vertex set. The theory 

further defines a bipartite graph as a graph whose vertices can be divided into two disjoint and 

independent sets P (places) and T (transitions), P ∩ T, such that every edge connects a vertex in P to 

one in T. A directed bipartite graph then, such as considered in the concept of a Petri Net, has directed 

edges that point from the vertex in a pair and points to the second vertex in that pair, i.e. from P to T. 

In the extension of Graph theory to Petri Nets, vertices are renamed places and edges as arcs. Places 

can hold a finite number of marks called tokens to show the number of times a place appears in a given 

configuration of the PN. The marking, m can be considered as the configuration of tokens distributed 

over an entire PN. Places are linked via arcs to transitions T, which are then linked to another place, the 

former being termed input places and the latter output places. No arc may connect two places or two 

transitions. Arcs can possess arc weights, w, which serve to modify the stoichiometry of the PN to direct 

tokens over it. A transition is said to fire if it is enabled, i.e. there are sufficient tokens in all of its input 

places and, when the transition fires, it consumes the required input tokens, and creates tokens in its 

output places. This therefore changes the configuration of the PN. A transition is enabled when the 

number of tokens in its input places are at least equal to the arc weight going from the place to the 

transition and can fire at any time in a stoichiometric manner. When fired, the tokens in the input places 

are moved to output places via transitions according to arc weights resulting in a new marking of the 

net; thus simulating the stochastic nature of the metabolic system[9]. There are several different arc 

types that can be used in PNs in addition to the standard arc described above. Among them is the read 

arc which is useful in modelling enabling reactions such as enzymatic catalysis whereby the arc checks 

for the presence of tokens without consuming them. 

In this model, the stoichiometry is governed by a Gillespie Algorithm[10]. The algorithm requires 

the reactant molecules to be dilute and well-mixed throughout the containing volume. In contrast to the 

traditional differential equations of chemical kinetics, which imposes not only those requirements but 

also the requirement that the molecular populations be very large, the Gillespie Algorithm simulates the 

occurrence of individual reaction events in a way that properly reflects their inherent randomness. That 

randomness is often important for the relatively low molecular populations that commonly occur in 

cellular systems[10]. A discussion of the mathematical formalism behind PNs and their future outlook 

are discussed by Koch[11]. An excellent review of PNs compared with ODEs as a mathematical 

modelling approach to biological systems is given by Ji et al[12]. The utility of PNs is that 

parameterisation is not a requirement; the PN is parameter agnostic, in that it works simply on how the 

network is wired. Thus PNs allow quick initial modelling and can be used to gap-fill missing parameters 

in the PBPK model. Where parameter values can be obtained, however, these can be included in the PN 

to produce a Hybrid Stochastic PN (HSPN), which has the advantage of being able to utilise some 

available values to model the system and can even use fuzzy logic[13]. 
 

5. Evidence and validation 

The model has been validated against in vivo data[14] and utilises a hybrid of deterministic and 

stochastic methods to quantitatively model the concurrent processes involved. This approach has 

already shown promise in providing key input to the Organisation for Economic Co-operation and 

Development’s (OECD) efforts in making better use of increased knowledge of how chemicals induce 

adverse effects through Adverse Outcome Pathways[15]. 
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Abstract: The direct detection of dark matter (DM) relies significantly on its local velocity 

distribution and density. An accurate model of local DM properties is essential to place 

reliable constraints on DM particle cross-sections. Current methods adopt the Standard 

Halo Model (SHM) which assumes a simple Maxwellian distribution of local DM 

velocities and a fixed value for the local DM density. We investigate the local DM velocity 

distribution and density using Milky Way mass-like galaxies generated from new, high- 

resolution cosmological zoom simulations called “EAGLE zooms”. The halos used in this 

work provide a more representative sample of Milky Way mass-like disk galaxies than 

previous studies. Our results show the velocity distribution in the local neighbourhood 

varies significantly from halo-to-halo and the mean of the distributions is well described 

using a simple Maxwellian distribution in the hydrodynamic case. We obtain a local DM 

density of 0.23-0.47 GeVcm-3. For the DM-only case we find that the local velocity 

distribution is less well described using a Maxwellian and the peak velocity is smaller. We 

concluded that the SHM is justified to use a Maxwellian distribution, however the variation 

on local DM v0 and 0 seen from halo-to-halo increase the uncertainty when determining 

the WIMP cross-sections. 
 

Keywords: dark matter, direct detection 
 

1. Introduction 

1.1 The WIMP paradigm 

Dark matter (DM) is the most influential component of matter in the Universe and plays a vital role in the 

formation of large-scale and galactic structures. The evidence for DM is strong, with flat rotation curves 

from spiral galaxies [1, 2], cosmic microwave background anisotropies [3], velocity dispersions in galaxy 

clusters [4] and masses obtained from gravitational lensing [5] all suggesting the existence of a new, non- 

baryonic particle. However, identifying the exact nature of DM remains a mystery. Very little is known 

about DM as a particle, although it must be consistent with several observational constraints [6]. Particle 

physics has suggested numerous particle candidates beyond that of the Standard Model (SM), with the 

most compelling evidence favouring that of a new electromagnetically neutral, non-baryonic particle - the 

Weakly Interacting Massive Particle (WIMP) [7]. The existence of the WIMP or any other particle 

beyond the SM will not be verified until a signal is clearly identified via indirect or direct detection 

experiments or in particle accelerators. 

 

1.2 Direct detection 

The observationally confirmed presence of a DM halo in our Galaxy provides an interesting source of 

investigation for DM particle searches. This work will focus on direct detection experiments with 

numerous experiments having played an important role in this attempt to directly detect DM in the form 

of WIMPs via their elastic scattering off of nuclei [8]. The interaction rate from the DM interactions relies 

significantly on the local velocity distribution and the local DM density. An accurate model of the local 

DM velocity distribution is essential to place improved constraints on the DM particle properties. Current 

direct detection experiments adopt an isothermal and isotropic theory known as the Standard Halo Model 

mailto:r.poolemckenzie@2013.ljmu.ac.uk
mailto:r.poolemckenzie@2013.ljmu.ac.uk
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(SHM). The SHM assumes that the velocity distribution is Maxwellian, with a peak speed of 220 kms-1 

and uses a constant value of 𝜌𝜌𝜒𝜒 = 0.3 GeVcm-3. However, the this may not be the case. 

2. Methodology 

We investigate the local DM velocity distribution of 18 Milky Way mass-like halos generated from new, 

high-resolution, hydrodynamical cosmological simulations called “EAGLE zooms”. The new simulations 

have the advantage of increased resolution, which is a result of using the "zoom-in" technique, where a 

halo is identified in a lower resolution simulation, and then re-simulated. These simulations have been 

implemented with (hydrodynamic) and without baryonic physics (DM-only – DMO). 

Throughout this study we adopt a coordinate system that is in the rest frame of the galaxy. This is 

achieved by aligning the halo with the principle axis of the angular momentum calculated within the 

stellar disks inner 20kpc. Our new reference system has the origin at the galactic centre, x and y are in the 

plane of the stellar disk and z is perpendicular to the stellar disk. For the halos in the DMO simulations, 

we use the alignment coefficients from the matched hydrodynamic halos to orientate the coordinates. 
We define the Solar neighbourhood (local) region as a cylindrical shell with a radial distance 4% 

of R200 ± 1 kpc and 1.5 kpc either side of the galactic plane. We select 4% as this is the distance of the 

Sun from the Galactic centre with respect to the Milky Way’s virial radius, R200 ≈ 210 kpc [9]. The newly 
defined local region contains a total of 10,611- 21,144 DM particles for the hydrodynamic simulations 
and 6,889 - 17,980 for the DMO simulation. 

 

3. Results 

3.1 Local dark matter densities 

The volume averaged local DM densities are in the range of 0.23 - 0.47 GeVcm−3 for the halos in our 

hydrodynamic simulations and 0.15 - 0.38 GeVcm−3 for the DMO simulations. The difference in densities 

between the hydrodynamic and DMO simulations is as expected, with the dissipative baryons deepening 

the potential well at the centre of the halos, increasing the number of particles in the inner regions and 

hence increasing the regions density. 
 

3.2 Local dark matter velocities 

We analyse the velocity distributions generated from our hydrodynamic and DMO simulations for all of 

our selected halos and compare them with the Maxwellian hypothesis. Using the aligned halos from both 

the hydrodynamic and DMO simulations we are able to calculate the local velocity modulus distribution 

and determine the distribution of local velocities (figure 1). 
 

 
Figure 1 - Dark matter velocity modulus distributions in the rest frame of the galaxy, normalised by the maximum rotational 

velocity, Vmax. The solid black line represents the mean of velocity modulus distributions for the DMO (left) and hydrodynamic 

(right) simulations. The solid red line represents the mean of the best fitting Maxwellian distributions. The dark and light blue 
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contours enclose 68% and 95% of the velocity distribution from all halos. The lower panels show the residuals between the mean 

distribution of the halos and the mean Maxwellian fit. 
 

Figure 1 shows the mean local DM velocity modulus distribution in the rest frame of the galaxy for all halos 

in the hydrodynamic and DMO simulations. All halos in both sets of simulations have been fitted with a 

Maxwellian distribution, 
  

 

 

where N is the normalisation constant and v0 is the peak of the Maxwellian, which is treated as a free 
parameter. We find that the hydrodynamic case is reasonably well described by a Maxwellian distribution, 
with a slight deviation at very high velocities. In contrast, the DMO case is poorly described by a 
Maxwellian, with large deviations seen at both low velocities and in the peak of the distribution. We also 
observe significant halo-to-halo variation in the distributions for both cases. The mean local velocity 

distribution has a peak velocity of v0 = 179 kms-1 and v0 = 160 kms-1, for the hydrodynamic and DMO 
simulations respectively. The higher peak velocity in the hydrodynamic simulations can be attributed to the 
effect of the baryons deepening the potential well of the halo, causing the particles to travel at higher 
velocities. 

 

3.3 Implications for direct detection 
As mentioned previously, the limits placed on the WIMP-nucleon cross-section are dependent on several 

local DM properties. In addition to these, the limits rely on experimental parameters such as the detectors 

material and mass, as well as the number of days the experiment runs for (i.e. live-days). Currently the most 

sensitive result and most constraining value on the WIMP-nucleon cross-section has be determined by the 

XENON1T direct detection experiment [10]. 

Figure 2 shows our predicted WIMP interaction cross-section constraints, assuming a Maxwellian 

distribution of velocities. We apply the local DM densities, local peak velocities and escape velocities of 

the halos from our simulations into our interaction cross-section calculations, as well as the experimental 

parameters used by XENON1T. Additionally, we provide results for the DMO case, which demonstrates 

the effect of baryons on the results from direct detection experiments. 
 

Figure 2 – The exclusion limits for the 'EAGLE zoom' halos and XENON1T parameters. The mean upper-limits are shown as red 

and blue lines for the DMO and hydrodynamic case, respectively. The contours enclose 68% of all the individual exclusion limits 

for the 18 halos. The black dotted line shows the experimental predictions from XENON1T assuming the Standard Halo Model. 
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We find that the hydrodynamic case places a lower upper limit on the WIMP interaction cross-section 

than the DMO case. This is caused by the lower local DM densities in the DMO simulation, a lower 

density requires a larger cross-section to produce the same interaction rate. The variation seen the local 

velocity distributions propagates through to the cross-section results, increasing the uncertainty on upper- 

limits. The differences seen between our results and the experimental data at low WIMP masses can be 

attributed to the lower escape velocities of our simulations than that of the Milky Ways. We place an 

upper limit of 3.4 x 10-47 cm2 and 4.8 x 10-47 cm2 on the WIMP-nucleon cross-section for the 

hydrodynamic and DMO case, respectively. The variation seen in the hydrodynamic case places a lower 

upper-limit on the WIMP-nucleon cross-section, constraining the WIMPs physical properties further than 

experimental predictions. 

 

4. Summary 

We have used a new suit of zoomed cosmological simulations from a modified EAGLE code to produce 

Milky Way-like halos in order to study the local DM density and velocity distributions, to understand the 

implications for direct detection. The main points from this work are summarised below: 

 

 The local DM velocity distribution of the hydrodynamic simulations are well defined by a 

Maxwellian, however the DMO simulations are poorly described using a Maxwellian. 

 The impact of the baryons in the hydrodynamic simulations drives a shift of the peak velocity to 

higher velocities when compared to the DMO case. 

 The significant halo-to-halo variation in the velocity distributions caused by the range of densities 

and peak velocities in the simulations adds additional uncertainty to the exclusion limits for direct 

detection experiments. 

 The variation in the hydrodynamic WIMP-nucleon cross-section shows that the experimental 

predictions may be lower than expected when ranges of densities and velocities are considered. 
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Abstract: 

 
Corrosion of the reinforcing steel is the main reason for deterioration and damage in reinforced concrete structures 

such as concrete columns and bridge decks. One such aggressive substance, present predominantly in marine or 

coastal environments, is chloride and the associated chloride ions. Chloride in the presence of oxygen and water 

cause pitting corrosion and the measurement of chloride content is a significant issue in the discovery of early 

corrosion damage induced by chloride attack. Marine concrete can be grouped into three exposure zones: 

submerged, splash and atmospheric zones. However, the current state of art solutions do not provide a non- 

destructive technology that would be able to provide an instant chloride level in concrete structures. This research 

investigates a novel method for the detection of chloride level using electromagnetic (EM) waves. The proposed 

study assesses experimentally the propagation of EM waves through concrete blocks without reinforcement and 

their interaction with water and salt water. The developed microwave sensor operates in the 2 GHz-13 GHz 

frequency range using a Rohde&Schwarz ZVL13 Vector Network Analyser (VNA). Finally, the graphical user 

interface was developed using LabVIEW software to capture the data from the sensor. Results demonstrate that 

the developed sensor is capable of determining the amount of salt water and tap water was absorbed by the 

concrete sample during curing process over a 28-day period. 
 

Keywords: Chloride attack; Concrete Structure; Electromagnetic Waves; Horn Antenna; Non-destructive testing. 
 

Introduction & background. 

In the last few decades, reinforced concrete has been one of the most used building materials. It has proved to 

be a reliable structural material with very good durability performance when properly utilised. However, there 

are many structures, which show early deterioration, namely those exposed to aggressive substance 

environments. Experience shows that the corrosion of the reinforcement is the main causes of structural concrete 

deterioration. Therefore, this type of damage is responsible for the huge financial costs each year associated 

with the repair of deteriorated structures. Nowadays, it is well known that the durability of material and 

structures depends both on the environmental conditions at the exposed surfaces of the structures and on the 

resistance of the material to the action of aggressive substances. Thus, the determination of chloride content in 

a concrete structure is an important part of periodic non-destructive testing carried out for structures identified 

to be vulnerable to chloride-induced reinforcement corrosion [1]. 

In many concrete structures, chloride content caused reinforcement corrosion in the neighbourhood of the 

reinforcing bars from sources not initially present from the construction stage. A common cause of 

reinforcement corrosion is the gradual permeation and diffusion of chloride ions from the surface of the concrete 

[2]. Marine concrete can be grouped into three exposure zones: submerged, splashed and atmospheric zones. 

The submerged zone is continuously covered by seawater, the splash zone is subject to continuous wetting 

and drying and the atmospheric zone is above the splash zone and subject to occasional seawater spray. 

Therefore, deterioration in any of these zones tends to increase the concrete permeability, making the concrete 

liable to more deterioration. Cracks, spalls, mortar erosion, and corrosion stains are visible signs of 

deterioration that 
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causes increases porosity and decreased strength [3]. Chloride attack is a particular problem in highway 

concrete, where de-icing salts are used to melt away snow. The process of deterioration of the corrosion 

continues based on the availability of moisture, oxygen and carbon dioxide along with the presence of chloride 

ions in the concrete [4, 5]. 

Microwaves have been well defined as being sensitive to moisture content. For non-destructive testing, many 

applications for moisture determination use the microwave method. In the microwave technique, valuable 

information about the permittivity of the sample [6] is known. As water has a high dielectric constant at 

microwave frequencies compared to dry materials, it is easily measured using the technique. Other apparatus 

able to measure moisture content can be destructive for building fabrics such as bricks, concrete, blocks, plaster, 

etc., as they require additional drilling into the wall to take samples of the content. Furthermore, these types of 

methods provide inexact results. The Compton method provides enhanced results scattering of gamma ray’s [7]. 

Moreover, it is even more essential for inspection methods to spread electromagnetic (EM) waves through the 

structure and determine building fabric failures, such as concrete flat roof membrane failures and the 

deterioration of marine structures. Research has been undertaken in developing a novel method that would use 

EM waves to resolve the problems mentioned above. Different ranges of EM waves were used for testing as 

well as horn antennae, which were used to identify the best parameters to provide accurate measurements [8]. 

 
Methodology and Results: 

 
The aim of this investigation is to develop a novel non-destructive electromagnetic wave (EM) sensor to 

determine the chloride level in concrete structures. The first step of this research was to review the literature 

on the current techniques and methods to determine the amount of chloride in the concrete structures. Based on 

the literature review, it was discovered that commercially available techniques to define the level of chloride 

are destructive, time-consuming and high cost. In addition, understanding, the impact of chloride content, 

moisture and temperature on the dielectric constant of the concrete structures is considered important. The 

horn antenna was used to detect the moisture, chloride content and location of the reinforcement in the 

concrete structures. The antenna has been designed to be able to carry out many measurements without being 

worried about its displacement. In addition, the sensor operates in frequency ranges between (2 to 18 GHz) and 

the measurements were provided by s-parameters namely S11 or S21. The designed sensor as shown in Figure 

1. The curing process experiment was undertaken for two concrete samples without reinforcement. One of the 

samples was submerged into the tap water and the second one submerged into the salt water for 28 days 

curing. To simulate the seawater concentration 3.5%NaCl was used. Conductivity readings were taken with 

the use of a Hanna Instruments conductivity meter. The conductivity of tap water was 0.176 mS/cm and the 

conductivity of salt water was 50.7 mS/cm by comparison, seawater has a conductivity of approximately 50 

mS/cm. Hence, both plain concrete samples were separately submerged in their respective solutions to within 

6mm of their top surface and were used as reference test specimens, for monitoring the effects of the tap water 

and salt water solution during the curing period for 28 days. Both sensors were positioned on top of the 

concrete surface with a 20 mm gap between the surface of the sensor and surface of the concrete sample. Then 

the sensor was connected to a Vector Network Analyser (VNA), which in turn was connected to a desktop 

computer running a modified LabVIEW program for continuous capture of S_Parameter (S21). The following 

Figures 2 and 3 show the full experimental setup during the sample test. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Sensor design 
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Figure 2: Block diagram setup for curing process. 
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Figure 4: Preliminary experimental setup for curing process. 
 

Figure 3: S21 measurements of curing process of the plain concrete for different concentrations over 28 
days. 

Figure 4 shows the S21 measurements for both concrete samples taken every 15 minutes during 28 days, while 

it was submerged in both tap water and salt water. It can be seen that there is a noticeable change in the 

electromagnetic waves (EM) signature between the frequency range 2.5GHz and 3 GHz, especially at the 

frequency 2.316GHz. The change is affected by the amount of water and salt water absorbed in the concrete 

samples during the 28 days curing process. This is because water has a high dielectric property that is why 

the microwave signal changed. Additionally, electromagnetic wave absorption is dependent on salt content 

and temperature. Both samples were not moved during the experimental work, and maintained at a room 

ambient temperature of 20 ± C˚. 
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Figure 5: Comparison for both sample S21 measurements against curing time at frequency 

range of 2.732GHz. 

Figure 5 shows that the microwave signal started to change at an early age of curing until the concrete 

was fully saturated. This is because concrete strength increased with age and sufficient moisture and 

favourable temperatures were also present for the cement hydration. Changes were attributed to two 

main features, namely: a) after each soaking cycle more salt is deposited into the concrete slabs through 

the pores. b) the addition of salt in the pores slows the evaporation rate of the liquid water from the 

concrete slabs. In the case where the chloride content in a specimen is above a certain limit, the chloride 

will interact with any free bound water and significantly affect its dielectric properties. 

 
Conclusion and Future work: The experiment provides identifiable results that the electromagnetic 

waves at frequency ranges between 2 to 13.0GHz can be used to investigate chloride content in marine 

concrete structures using real time measurement’s and in a non-destructive manner. Future work will 

provide more data analysis and enhance the sensor development. 
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Abstract. Using Direct Numerical Simulations (DNS), the present study examines 
turbulent drag reduction for a novel geometry inspired by the Backswimmer; an 
efficient aerodynamic insect, contains a very good air retaining surface and 
potentially a drag reduction geometry. Simulations are performed for a channel flow 

at low Reynolds number . Turbulence statistics and detailed flow 
structures for the textured surface are compared against the smooth channel flow 
case. Preliminary results show a drag reduction (DR%) up to 20.1%. 

 
Keywords. Backswimmer, Drag Reduction, Direct Numerical Simulations. 

 

 

1. Introduction 

Drag reduction has been an interesting field of research for the past years. The use of biomimetic 

inspired textured surfaces has been one of the extensively studied drag reduction techniques. Examples 

of textures include shark skin geometry [2], wavy riblets [7], square riblets [5] and liquid infused rough 

surfaces using longitudinal bars or staggered cubes [1]. However, most of the previous established 

research has been mainly focused on the square cross section elements or irregular random textured 

surfaces. The Backswimmer insect also known as the Notocenta glauca can dive and swim quickly 

through water [3]. Also, the Backswimmer is capable of supporting itself under water using its forelegs 

and the tip of its abdomen. From a biological point view the air layers found on the wings of the 

Backswimmer are considered a biological role model for biomimetic fluid drag reduction using its 

double structure of hairs and microvilly (the implemented geometry) which are mainly responsible for 

air retention and other sensory functions. The present study examines the turbulent structure and drag 

reduction in a channel flow consists of smooth top surface and a textured bottom surface inspired by 

the backswimmer. 

 

2. Methodology 

The in-house Direct Numerical Simulations (DNS) code CHAPSim is used to study the physics of the 

turbulent flow over both smooth and textured surfaces. The texture geometry is implemented using an 

Immersed Boundary Method (IBM); the code is adopted for treating different types of textured 

surfaces and has been validated against previous literature [8] for both smooth and textured channel 

flows. The Backswimmer geometry was implemented by digitizing a schematic of the Backswimmer 

micro-structure. The implemented geometry is shown in figure 1 (left). The number of points used to 

present the Backswimmer geometry is equal to 50, 32, 24 in the stream-wise, wall-normal and 

span-wise directions, respectively. The 3D implementation of the computational domain is shown in 

figure 1(right). 
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Figure 1 Backswimmer micro structure textured surface. The computational domain contains 18, 8 elements in the stream 

wise and span-wise directions, respectively. h+,b+ and w+ are the height, width and the spacing between each of the texture 

elements in the stream-wise direction in wall units at friction Reynolds number 𝑅𝑅𝑒𝑒𝜏𝜏 = 180. 
 

3. Results and discussion 

A net drag reduction in terms of the change in the skin friction drag coefficient (Cf) of DR = 20.1% 

was achieved using Equation 1. The computational domain size is 12𝛿𝛿 × 2𝛿𝛿 × 4𝛿𝛿 where 𝛿𝛿 is the 

channel half height. The mesh size equal to 1800 × 320 × 384 with 18 × 8 roughnes elements in the 

stream-wise, wall-normal and span-wise directions respectively at a reference friction Reynolds 

number 𝑅𝑅𝑒𝑒𝜏𝜏 = 180.The preliminary analysis for the two textures topologies were made using 
instantaneous flow field data and some first and second order turbulence statistics. 

 
 
Where DR% is the drag reduction percentages, 𝐶𝐶𝑓𝑓𝑠𝑠 is the smooth channel flow skin friction drag 

coefficient and 𝐶𝐶𝑓𝑓𝐵𝐵𝑠𝑠 is the Backswimmer channel skin friction drag coefficient. 

Figure 2 shows the mean velocity profiles for both the smooth and the Backswimmer channel flow 

normalized by the wall units of the smooth channel (𝑢𝑢 
 

𝜏𝜏 
for the velocity and 𝜈𝜈 

𝑢𝑢𝜏𝜏 
for the wall-normal 

distance). Compared to the smooth-case, the velocity profile of the textured case shows a shift in the 

viscous sub-layer and also an elevated log-law region. This is due to the reduced friction velocity in 

the textured case and is consistent with the drag reduction obtained. This is also consistent with other 

drag reducing textured geometries studied in previous literature [4]. 

Figure 3 shows the root mean square velocity profiles for the smooth and the Backswimmer test cases. 

It is seen that the texture changes in the r.m.s of fluctuating velocities for the region up to 𝑦𝑦+ ~ < 50. 

The wall normal and the span-wise direction components of the generated profiles are consistent with 

previous drag reduction textured surfaces. However the maximum stream-wise r.m.s. velocity was 

higher for the Backswimmer unlike square riblets and super hydrophobic surfaces. 

Figure 4 shows the Reynolds shear stress profile normalized by the friction Reynolds number. A dip 

in the Reynolds shear stress profile towards the negative direction is noticed for the Backswimmer 

case unlike the smooth case near wall profile as it starts at zero and increases positively along the wall 

normal direction. Also the shear stress values for the backswimmer case are smaller than the smooth 

channel flow case. 

Figure 5 shows 3D iso-surface plot of instantaneous vortical structure using Q-criterion for both 

channel flows for the lower channel wall. Reduced turbulence activity for the case of the 

Backswimmer channel flow is noticed. Also, for the Backswimmer geometry the pattern of the 

vortical elements have an elongated shape compared against the smooth spars which is consistent with 

drag reduction flows. 
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𝜏𝜏 

 

 
Figure 2 Variation of turbulence statistics for smooth and textured surface channel flow mean velocity profiles normalized 

by friction velocity 𝑢𝑢𝜏𝜏 and validated against benchmark data [6]. 

 

 
Figure 3 Variation of turbulence statistics for smooth and textured surface channel flow r.m.s. velocity profiles normalized 

by friction velocity 𝑢𝑢𝜏𝜏 . 

 
 

Figure 4 Variation of turbulence statistics for smooth and textured surface channel flow Reynolds shear stress profiles 

normalized by friction velocity 𝑢𝑢2. 
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Figure 5 Near geometry vortical interactions at  2 = 0.01 for both smooth and Backswimmer channel flows. 

 
Conclusions: 

 

The Backswimmer geometry is potentially a drag reduction surface capable of achieving up to DR= 

20.1% at low Reynolds numbers. The geometry was studied numerically using DNS in-house code in 

terms of mean velocity profiles, higher order turbulence statistics and iso-surface vortex interaction 

elements to understand the detailed flow structure of the novel geometry implementation. The results 

were consistent with the achieved drag reduction. 
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Abstract. The purpose of this paper is to investigate the impact of heavy goods vehicles that are 

carrying intermodal shipping containers on the traffic flow. The objective is to estimate the 

available capacity for heavy goods vehicles on the street to accommodate the increasing demand 

due to container terminal expansion. The author will utilise passenger car equivalence to 

determine the effect of the demand rise of heavy goods vehicles flow rate on road congestion. 

The results show that unless we create a new street, the traffic flow will suffer severe congestion 

and long periods of traffic jam, to avoid congestion, and maintain a seamless traffic flow of 

goods we need to create a new street of heavy goods vehicle access only and utilise urban 

consolidation centres. However, when considering containers with maximum payload weight or 

average to maximum payload volume, the traffic flow will run on very low speeds and long 

waiting periods. 
 

Keywords. heavy goods vehicle, passenger car equivalence, road freight, urban consolidation 

centre, inland waterway, freight rail 

 

 

1. Introduction 

The expansion of the Liverpool container terminal increases the demand for road freight, and roads that 

connect the terminal with the city and the nearby cities will suffer from congestion. Therefore, local 

authorities either try to overcome this problem by building new roads, tunnels, adding extra lanes to 

existing roads, establishing consolidation centres or utilising other modes of transport for freight 

transportation. In order to reach a feasible solution, the planners would require an accurate and efficient 

method of estimating the effect of HGVs on road traffic flow. 

It is essential to utilise the Passenger Car Equivalence (PCE) of HGVs, to obtain an accurate estimation 

of the road traffic capacity. The PCE value is the equivalent effect of a Light Goods Vehicle (LGV), a 

Rigid HGV (HGVr) or an Articulated HGV (HGVa) on traffic flow in comparison to the effect of 

Passenger Car (PC) vehicles. For example, if a truck requires three times the space and time that are 

needed by passenger cars, then one truck is said to have an equivalent of three passenger cars (PCE=3). 

The authors have chosen the road under investigation because of the ongoing expansion of the container 

terminal of Liverpool. The collection of data is from (England 2017), conducted by automatic traffic 

counters. The utilised data contains traffic flow of vehicles with the length of ≤5.2 m, 5.21-6.6 m, 6.61- 

11.6 m, and ≥11.6 m and their average speed for every hour. 

The target of the proposal for expanding Merseyside ports aims for processing an annual 2M TEUs1 by 

2020 and 3M TEUs by 2030. The proposed targets by Merseyside ports is that the freight rail and inland 

waterway would transport 10% and 5% of these containers respectively (PORTS 2011). 

The number of existing annual TEUs processed in the year 2017 is 760.02kTEUs, and the TEUs 

entering the UK through the port hold 48.5% of the yearly TEUs in both directions. Therefore, we can 

assume that the annual TEUs that leave the container terminal to the UK mainland by utilising 

intermodal transportation is 368.61k TEUs. 

Of all the road freight TEUs going to the UK through Liverpool container terminal, 22% go to Liverpool 

while 78% go to Manchester, North West Region, and the rest of the UK (Unit 2011; DfT 2017b; DfT 

2017c; DfT 2017a; DfT 2018). By deducting the transported TEUs by rail and inland water modes (Unit 
 

1 TEU is a twenty-foot Equivalent Unit, and every TEU is equivalent to a 20 ft. intermodal shipment container 
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2011) (Merseytravel 2016)(PORTS 2018), the transported TEUs by road passing through the port’s 

inland access (dunning bridge road) should be 244.39kTEUs by now, 643.11kTEUs by 2020, and 

964.67kTEUs by 2030. 

However, for the year 2017, the inland waterway freight has just transported 2.39% of TEUs and freight 

rail has only transported 1.642% of TEUs, which leaves 95.968% of TEUs that utilise road freight 

transportation by container carrier’s HGV. Therefore, we should set the target for road freight according 

to the actual intermodal share, and they are 726.093kTEUs and 1089.14kTEUs for 2020 and 2030 

targets respectively for inward road freight to the north-west and the rest of UK. 

 

2. Intermodal Transportation 

Intermodal freight transport involves the transportation of freight in an intermodal container, using 

multiple modes of transportation. The intermodal modes that we will discuss is rail, containership, and 

container carrier HGVs. 

2.1. Freight rail 
The utilisation of freight rail to distribute the transportation workload over several transportation modes. 

The rail freight line at the Liverpool port has a maximum length of 380m (63 TEUs) for every dispatch. 

The routes availability depends on the weight of the freight axle and the strength of underline bridges. 

Therefore, the freight rail will not be with enough capacity to overcome the increase of delivery demand 

unless the dispatch frequency and the number of rail lines increases. 

Many issues can affect the maximum capacity of freight rail (Meadows 2018): 

 Unloading/loading times for a ship and associated trains 

 Available storage area while the containers are being transferred 

 Number of cranes or grab stackers (big fork-lifts) 

The maximum capacity of trains handling may or may not have commercial customers. For example, 

the terminal train plan may be able to handle five trains a day, but there might be only enough 

commercial traffic for one. The freight operating companies will bid for train paths to/from the port 

based on their commercial requirements. 

2.2. Inland Waterway Freight 
The inland waterway freight destinations are limited to the North West region and shares the same 

issues with freight rail. In addition, the tide and weather conditions affect the inland waterway freight 

operation and limit the number of deliveries. Besides, there are other operational barriers (IWA 2013), 

such as: 

 Lack of appropriate continuing development of waterway infrastructure, for example, raising 

bridge headroom to facilitate the use of container barges 

 Lack of operational experience in many types of industry, where transport managers are 

unfamiliar with processes, availability and costs, so rarely consider waterborne transport as an 

option 

 Lack of knowledge about water-freight operational issues in some navigation authorities 

 Inadequate promotion of waterborne freight as a modern transport mode 

 Lack of immediate availability of suitable vessels or trained crew in some cases 

 A planning system that does not adequately take account of waterway freight transport 

infrastructure needs at national, regional or local levels 

 Lack of co-ordination between Government departments on waterborne freight transport 

matters 

2.3. Road freight 
The North West region is suffering from road congestion not only because of freight deliveries but also 

because of the continuous yearly increase of passenger car traffic flow. The urban congestion is one of 

the main issues especially in Liverpool, whereas the rise in demand for road freight due to the expansion 

of Liverpool container terminal. For example, the traffic flow at church road and Dunning Bridge road 

(A5036) have increased by 26% from May-2016-May-2017. 

The increase in HGV access put pressure and limitation to the maximum heavy goods vehicles that 

utilise in this road, and more specifically the HGVs will increase congestion and the number of times 

that vehicles need to stop for every road link. Therefore, there is a plan by local authorities to create a 

new two-lane road to reduce congestion and pave the way to meet the 2020 and 2030 targets. 
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2.4. Urban Consolidation Centres 
The utilisation of urban consolidation centres (UCC) will reduce the number of heavy and long vehicles 

flowing in city roads during peak hours by processing large containers at consolidation centres and 

making several of smaller amounts of deliveries by using smaller trucks of 2-3 axles and a maximum 

gross weight of 18 tonnes (Michael Browne 2007). Making deliveries with smaller trucks will reduce 

their effect on the traffic flow and make it easier to access roads, parking areas, unloading goods, and 

reducing the noise (Rooijen; Hans Quak 2010). 

It will solve the last mile problem that occurs during the last mile of the delivery where the delivery 

location is inside the city. The last mile problem is one of the most expensive and challenging parts of 

urban freight distribution as it holds over 50% of the logistics cost (Leonardi 2014) (Julian Allen 2012). 

The adaption of UCCs will reduce the weight and length of the trucks used for delivery, thereby 

reducing their effect on road congestion, traffic flow speed, and increase their access and manoeuvring 

ability to make quick and efficient deliveries in the city centre (Bjorklund 2017). However, the UCC 

life span is usually 2-3 years, and this makes it an unreliable long-term solution and limits its benefits 

to short-term only. 

 

3. Passenger Car Equivalence 

The passenger car equivalence (PCE) value is the representation of the effect of non-passenger cars 

vehicles on the traffic flow in comparison to the impact of an average passenger car on the traffic flow. 

The utilisation of PCE value is essential in determining the road capacity because it provides the actual 

effect of a non-passenger car on the road and leads to a more realistic modelling solution. 

 

4. Speed and Traffic Jam 

To determine the effect of the increasing demand on road congestion, we need to estimate the traffic 

flow speed according to traffic flow density in PCE. According to (Greenshields 1935) traffic flow 

density has a linear relationship with traffic flow speed as shown in (1). 

  

 

Where, 
S is the predicted traffic flow speed in km/h 
FFS is the maximum flow speed in an empty road in km/h 

K is the traffic flow density in PC/lane/km 
Kj is the jam traffic density in PC/lane/km 

 

5. Experiments 

The author will explore six scenarios where the road freight meets the target for 2020 and 2030, and in 

all these scenarios we will consider maximum payload’s weight, average payload’s weight, and average 

payload’s volume. 

 Scenario 1: Utilising the existing two-lane road 

 Scenario 2: Utilising a new HGV access only two-lane road 

 Scenario 3: Utilising the existing two-lane road and a new all-access two-lane road. 

 Scenario 4: Utilising UCC by accessing the existing road 

 Scenario 5: Utilising UCC by accessing the new HGV access only two-lane street 

 Scenario 6: Utilising UCC by accessing the existing and new two-lane all access streets 

The results for scenario 1 show that increasing the access of HGVa up to the required demand level to 

meet the 2020 and 2030 targets without making a new street will lead to long periods of the traffic jam 

from 8 am to 10 am and from 1 pm to 5 pm as shown in figure 1a. Also, with higher payload weight the 

jam hours will increase from 6 hours a day to 11 hours a day as shown in figure 1b. In scenario 2, the 

results show more relaxed traffic flow speed with no traffic jam periods, because all the extra demand 

for HGV will utilise the new HGV access only two-lane street as shown in figure 1a and figure 1b. 

Scenario 3 results lower speeds than scenario 2 because the new street is all access and assumed to have 

the same traffic flow rates for non-HGV vehicles. 

 

Scenarios 4-6 will involve replacing every HGVa with two HGVr when considering an average payload 

(1) 
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volume of 80% while only one HGVr will replace an HGVa when considering the average payload 

weight of 7.28 tonnes per TEU. The results for scenarios 4-6 show the benefit of utilising UCC when 

considering an average payload weight as shown in figure 1c. However, when considering an average 

payload volume, we will get similar effects to scenario 1 where maximum payload weight is considered 

as shown in figure 1d. 

 
 

 
(a)Flow speed change with average payload weight (b) Flow speed change with maximum payload weight 

for scenarios 1-3  for scenarios 1-3 

 
(c) Flow speed change with average payload weight (d) Flow speed change with average payload volume 

for scenarios 4-6  for scenarios 4-6 

Figure 1: The change of average flow speed of traffic flow due to increasing of HGVs to meet the 2020 and 

2030 targets 
 

6. Conclusions 

This paper showed the benefits of creating a new street to facilitate the intermodal transportation of 

shipment containers without making any further traffic congestion. However, utilising a new street of 

HGV access only will not be enough, and retailers, logistic companies, and local authorities will require 

creating an urban consolidation centre (UCC) to reduce the need for articulated HGVs and replace them 

with smaller HGVs. The utilisation of UCCs will help to maintain optimum flow speed and reduce 

waiting periods, and due to the short lifespan of UCCs. The authors have utilised the PCE value to 

obtain a realistic traffic flow rate. The UCC solution will not be available for long term, and it is 

essential to develop and increase the freight rail and freight inland waterway operation. 
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Abstract Active galactic nuclei (AGN) are variable point-like light sources associated with 

supermassive black holes. They reside in galaxy centres, where their stochastic energetic activity is 

implicated in regulating galaxy evolution. Because AGN variability is linked to black hole accretion, 

its characteristics may impose constraints on the emitting region size, black hole mass, accretion rate, 

etc. It is typically modelled by a damped random walk (DRW) whose features are parametrised by the 

structure function (SF) that measures root-mean-square flux change as a function of time lag. The SF is 

a bent power law with red noise on short-time lags and white noise on long lags. The literature has used 

survey data extensively to seek correlations of SF powerlaw index and amplitude with physical features 

of the system. However, survey photometry is collected in seasonal patterns. To explore impacts of 

sampling patterns from Sloan Digital Sky Survey (SDSS) Stripe 82 and Large Synoptic Survey 

Telescope (LSST), we generated simulated lightcurves, then removed data in accordance with survey 

sampling patterns. After fitting a powerlaw index to the first ~100 days of SFs, we find a systematic 

decrease in powerlaw index between even and cadenced sampling. Additionally, spurious substructure 

is introduced to the SF, complicating anticipated corrections. 

 
Keywords: AGN variability, quasar structure function 

 

1. Introduction 

 

Stochastic optical variability is a hallmark of active galactic nuclei (AGN). It results when accretion of gas onto a central 

supermassive black hole (SMBH) emits radiation in a manner similar to a scaled-up X-ray binary [1]. AGN variability 

has been found to be well-fitted by a damped random walk (DRW) and its associated structure function (SF) [2]. The 

SF is a simple measure of emission variability amplitude as a function of time; for a DRW this is a bent power law with 

a red-noise regime on shorter timescales and a white-noise regime on long timescales. In theory 𝛾𝛾 is ~0.5 for a DRW, 

but observations reveal a range of values for 𝛾𝛾 [3], which constrains timescale of changes in accretion rate. 

 

A number of attempts have been made to correlate red-noise power-law index 𝛾𝛾 and white-noise maximum amplitude 

𝑆𝑆𝑆𝑆∞with features of the AGN such as luminosity, SMBH mass and spin, radio-loudness, and Eddington ratio [4]. If 

accurate, these parameter relationships could elucidate accretion properties that are otherwise unobservable. However, 
while emission variability itself is stochastic, survey sampling patterns are not. 

 

The upcoming Large Synoptic Survey Telescope (LSST) project will record 500 petabytes of data, including lightcurves 

for ~10 million AGN over ten years [5]. Here we examine the response of the SF to mock sampling effects based on 

proposed LSST observing cadences as well as the cadence of existing Sloan Digital Sky Survey (SDSS) Stripe 82 (S82) 

data. We simulate DRW light curves and fit a powerlaw to the SF’s first 100 days to test whether sampling cadence 

impacts 𝛾𝛾. 

 

 

 

2. Data 

 
We follow the method of [6], with variability timescale 𝜏𝜏, dispersion 𝜎𝜎, signal flux 𝑠𝑠𝑖𝑖 and time lag between 

observations ∆𝑡𝑡 = 𝑡𝑡𝑖𝑖+1  − 𝑡𝑡𝑖𝑖  where 𝑖𝑖 is an instance of time. We begin with a Gaussian deviate 𝑠𝑠𝑖𝑖  = 𝐺𝐺[𝜎𝜎2] and 

then allow the subsequent terms to ‘walk’ while scaling variability by an exponential term (and similarly scaling 
the Gaussian itself) to ensure that the signal returns to the mean. 
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Figure 1 Example DRW lightcurve with sampling patterns (clockwise from top left): even, 
Stripe 82, DDF, WDF. 

 
3. Method 

To test the effects of sampling, SFs were constructed by comparing each lightcurve with a time-shifted version of 

itself where the shift was performed repeatedly with incrementally increasing time lags. For any given lag, root-mean- 

square difference of all values of flux between original and shifted lightcurves was calculated to yield a single value 

for each lag. We fitted a powerlaw up to lags of 100 days (the approximate length of unbroken sampling). We 

aggregated and compared 𝛾𝛾 for each set of data. After observing that S82 suffered the most egregious effects, we 

compared 𝛾𝛾 for a single evenly-sampled SF to its analogue when subjected to the actual sampling recorded by [4] 

from 6742 real S82 lightcurves. Finally, we performed the same steps comparing even sampling to idealised S82 

sampling for 5000 Monte Carlo simulated DRW lightcurves. 

 
4. Results 

For the initial batch of 10 lightcurves there are two effects of introducing periodic sampling cadence to inherent DRW 

stochastic variability. The first is systemic reduction in 𝛾𝛾 (see figure 3) by 13 - 48% depending on cadence, and the 

second is the introduction of unphysical substructure (see figures 2 and 5). In addition to imposing periodicity on a 

white-noise process, the substructure renders ambiguous any measurement of the turnover from red to white noise. 
 

 
Figure 2 Logarithmic plots of example SFs from (left to right): evenly sampled, S82, LSST DDF, LSST WDF with time lag on the x-axis and RMS 
variability on the y-axis and power law fits in red. We note that the precipitous drop in SF at high lags is not a result of cadencing and ignore it 
for the moment. 

We produced 50 lightcurves 
(10 × 5 error levels 0.1 - 0.5) 
based on parameter values in 

[3] (𝜏𝜏 = 500, 𝑆𝑆𝑆𝑆∞  = 0.18) and 

length 75 𝜏𝜏 (~100 years) 

sampled daily. An 

initial ‘burn-in’ period of ~5 

years was removed. We then 

censored selected data points 

based on three idealised annual 

observing cadences: SDSS S82 

(alternate days for 90 days, 

off-target for 275 days) and 

proposed LSST cadences Wide 

Deep Fast (WDF—alternate 

days for 120 days, 245 days 

off-target) and Deep Drilling 

Fields (DDF—every third day 

for 182 days, off-target 183 

days). We also used 6742 

public lightcurves from [4] to 

obtain actual S82 sampling 

patterns as well as distributions 

on 𝜏𝜏 and magnitude errors. We 

generated an additional 5000 

DRW lightcurves using Monte 

Carlo simulations varying 𝜏𝜏 as 

a Gaussian around 500 days 

consistent with [6]. Figure 1 

shows examples. 
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Figure 3 (left) Boxplots showing powerlaw indices for SFs given each sampling cadence. The mean for each 
index is printed above the box. S82 suffers the greatest decrement in γ and the largest scatter. 

We note that even sampling resulted in mean 𝛾 = 0.38 for 10 lightcurves, which is less than the expected 𝛾 = 0.5, 

likely due to small sample size. For the 5000 S82 lightcurves generated by Monte Carlo simulations, median 𝛾 = 0.46, 

in line with expected DRW, with a drop to 𝛾 = 0.33 (-30%) when switching to S82 cadence. 

When we simulated a single DRW lightcurve and then subjected it to the individual sampling for each observed S82 

object, the effect on the SF was more dramatic. The original SF has 𝛾𝛾 = 0.41 and the actual sampling patterns produce 

SFs with mean 𝛾𝛾 = 0.11(- 73%) as well as a large scatter (fig 4). In some cases data turn out to be extremely sparse 

and/or the length of the survey is too short for that 

particular object’s SF to be properly measured. 

 
 

5. Discussion 

 

In fitting a power law to the first 100 days of a simulated 

lightcurve’s SF, we observe a negative offset between 𝛾𝛾 
for periodically censored (cadenced) data versus 

uncensored. The shorter the observing season, the more 

dramatic the offset. For S82 data, the limitations of real 

(sparse/short-length) sampling on characterising the SF 

are apparent in figure 4 and do not need much 

interpretation. 
 

 

 

 

 

 

 

 

Figure 4 Powerlaw indices for one evenly-sampled DRW SF before and 
after censoring according to real S82 data. 

By fitting to the first 100 days only we have ensured that 

our estimate of 𝛾𝛾 does not depend on amplitude reaching 

the  white-noise  regime 𝑆𝑆𝑆𝑆∞ .  We  therefore  envisaged  a 

straightforward  correction  to  observed  𝛾𝛾  given  𝜏𝜏,  𝑆𝑆𝑆𝑆∞ 

and sampling cadence. However, it is impossible to 

constrain 𝑆𝑆𝑆𝑆∞  from the cadenced lightcurves because the 

so-called white-noise regime of the SF exhibits a series of 
regular peaks interspersed with gaps. 
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possible given a lightcurve and a known cadence. A deep-learning approach may be suitable for the next stage of tackling 

the problem. 
 

 
Figure 5 (left) Comparison of SF powerlaw index 𝛾𝛾 between 1) even and 2) S82 sampling 
for 5000 lightcurves and (right) example of ‘false peak ’at ~ 100 days in cadenced SF 
when comparing top (even sampling) to bottom (S82) 

 

 
6. Conclusion 

 

To investigate the effect of cadenced sampling on SFs, we have simulated evenly-sampled DRW lightcurves and 

censored them to produce mock observing cadences based on SDSS Stripe 82 and LSST proposed WDF and DDF 

surveys. We compared the red-noise regime powerlaw indices between evenly-sampled SFs and their cadenced 

counterparts. We find a decrement in the powerlaw index 𝛾𝛾 for all three cadences, with 𝛾𝛾 losing up to 48% of its value 

under S82 sampling. Applying actual S82 sampling patterns from real data to a simulated DRW lightcurve resulted in a 

drop of 73% for 𝛾𝛾, with notable increase in scatter.  Finally, when using a sample of 5000 DRW lightcurves the change 

in 𝛾𝛾 is -30%. Visual inspection reveals that measuring long-lag amplitude 𝑆𝑆𝑆𝑆∞  is problematic due to the presence of 

unphysical  structure in the cadenced  SFs,  and  the  dependence  of 𝑆𝑆𝑆𝑆∞  on 𝜏𝜏 adds  another  layer  of  complication. We 
cannot offer a correction based on conventional analysis at this time, but there is some reason to hope that deep learning 
can be implemented to address the sampling effects. We propose to address this task as a next step. 
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Abstract. The research conducted in this work investigates advanced vector (field oriented) 

control method of a two-pole surface permanent magnet synchronous machine (PMSM) with a 

symmetrical nine-phase winding configuration. Magnets on rotor are shortened which causes 

production of highly non-sinusoidal back-electromotive force (EMF) in the stator windings. 

Corresponding FFT analysis of the recorded EMF reveals a high third-harmonic component, 

which is almost equal in magnitude to the fundamental. Harmonics with similar magnitudes 

have been used by researchers in the past to improve fault-tolerant operation and to increase 

electromagnetic torque of the multiphase machines. By investigating the possible torque 

improvements using finite element method (FEM) software tool, it was shown that 

electromagnetic torque of the studied PMSM can be improved for additional 36%. To control 

the real machine in experimental setup, field-oriented control (FOC) algorithm adjustments 

needed for third-harmonic current injection control implementation are therefore in this work 

investigated and a high-performance control algorithm for studied PMSM is derived and 

implemented. 

Keywords. Multiphase drives, surface PMSM, symmetrical nine-phase machine, non- 

sinusoidal back-EMF, advanced field-oriented control, third-harmonic current injection. 

 

 
1. Introduction 

In the last two decades, the need to reduce production cost and at the same time achieve better 

performance, as well as new safety regulations for fast growing industry of more- and all-electrical 

vehicles, have directed research interests towards machine configurations with more than three phases. 

These, so called, multiphase machines are therefore today well recognized as an attractive alternative 

to the conventional three phase machines. If compared with three-phase counterparts, multiphase 

machines offer various benefits such as higher fault-tolerant capability, higher torque density, smaller 

per-phase power/current and additional degrees of freedom that can be used for control purposes that 

are not possible in standard three-phase machines (Levi et al, 2007; Levi, 2016; Parsa, 2005). 

Nowadays, a high torque capability is highly desirable for the electric machine drives in growing 

industries such as electrical vehicles, ship propulsion and electric/more electric aircraft. Harmonic 

currents injection to the stator which is possible due to the additional degrees of freedom that multiphase 

machine possess is one of the well-known techniques used for this purpose. In this method, the torque 

is enhanced using odd harmonic currents which couple with the back-EMF. A five-phase PMSM with 

concentrated windings and almost trapezoidal back-electromotive force was studied in (Parsa and 

Toliyat, 2005; Parsa et al, 2005). The investigated drive is supplied with combined sinusoidal plus third- 

harmonic currents and the motor is able to produce the same torque as an equivalent brushless dc motor; 

however, it overcomes disadvantages such as torque ripple and complex control above the base speed 

region. In (Parsa, 2005b), this so called 5BPM, was applied in a ship propulsion system, while in (Parsa 

et al, 2005), the same harmonic injection principle was used to investigate the field-weakening 

performance of the machine and a suitable field-oriented control scheme was developed. The recorded 

torque improvements using third-harmonic current injection were in the region of 10-17%. 

In (Zhao and Yang, 2011), a 20% torque increase was recorded with the same torque quality, while for 

different adaptations of rotor investigated in (Wang et al, 2014; Sadeghi et al, 2014) the achieved 

improvement was in the range between 9-17%, while keeping the same RMS current. In (Aslan and 

Semail, 2014), a low voltage five-phase PMSM was designed and tested for automotive applications. 
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The machine’s rotor is designed and controlled to produce third-harmonic EMF to link with the high 

third-harmonic magneto-motive force produced by the stator windings. In the base speed region, the 

machine control uses both harmonic currents, producing 33% higher torque with the same volume. 

In this paper, an advanced high-performance field-oriented control algorithm is derived to control a 

nine-phase PMSM with a 36-slots stator and with a shortened 2 poles magnet rotor. As shown in 

(Slunjski et al, 2018) where the investigated machine was analysed in detail using a finite element 

method software tool, the rotor structure gives rise to a highly non-sinusoidal back-EMF. As a result, a 

third-harmonic component almost equal to the fundamental is produced. Based on conclusions 

presented in mentioned work, it is shown that for the studied machine, electromagnetic torque produced 

only by the fundamental component can be increased by 36% using third-harmonic current injection. 

To validate the theoretical torque improvement, an advanced field-oriented control algorithm which, in 

additional to fundamental, applies and third-harmonic current control is in this work derived. 

2. Control of a multiphase PMSM machine with highly non-sinusoidal back-EMF 

Modelling of the investigated multiphase PM synchronous machine with highly non-sinusoidal back- 

EMF and corresponding high-magnitude low-order harmonic spectrum (Figure 1a) was presented in 

detail in (Slunjski et al, 2018). The same machine model is used in this work to validate the possible 

(36%) torque improvements. To control the symmetrical nine-phase PMSM, an advanced field-oriented 

control algorithm in synchronous domain is implemented. To transform the phase variables model to 

rotational domain where FOC can be implemented, vector space decomposition (VSD) matrix and 

modified Park’s rotational transformation are used. From given spectrum in Figure 1a, fundamental and 

third harmonics are used for torque production and enhancement by applying third-harmonic current 

injection. The other harmonic components, such as the 5th and the 7th are not considered in this work, 

and so they must be mitigated to avoid induction of loss producing currents. Vector proportional integral 

(VPI) controllers are used for this purpose (Yepes et al, 2015). 

Implementation of the third-harmonic current injection control requires modification of the well-known 

field-oriented control algorithm. In the case when only fundamental harmonic component is considered, 

two current components (id1 and iq1) exists and must be controlled. Other current harmonic components 

in additional sub-plains are then not of concern and are usually ignored or eliminated if they exist. If 

third-harmonic current component is also desired to be controlled (e.g. torque improvement reason, 

fault tolerant control), an additional two current components (further addressed as id3 and iq3) must also 

be taken into consideration. To perform maximum torque-per-ampere control in PMSM, flux-producing 

current component references are set (and controlled) to zero (id1 = 0 and id3 = 0). Total electromagnetic 

torque in the machine is then produced as the sum of two torque-producing parts i.e.: 
 
;  

 
 

 
 
 
 

In (1), both torque-producing parts were obtained using corresponding equivalent electric circuit which 
can be found in Figure 1b. In equations, n is the number of stator phases, P is the number of rotor pole- 

pairs, Rs is the stator resistance, while λsx, λmx / Lsd = Lsq stands for flux/inductance. For ease of 

implementation, these currents can be replaced with their ratio iq3/iq1, i.e. constant k. After short 

mathematical manipulation, relation between fundamental torque-producing current iq1, 

electromagnetic torque Tem13 and ratio k suitable for FOC implementation can now be written as: 
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Figure 1: FFT of back-EMF (a), and equivalent electric circuit of PMSM for 1st and 3rd harmonics. 

In new control, VSD matrix will stay unchanged but rotational transformation matrix responsible for 

ixy3 to idq3 transformation must be modified by adding third-harmonic component angle phase shift 

determined using FFT (Figure 1a). To determinate optimal k ratio, the classical maximum torque-per- 

ampere control strategy can be applied i.e. the maximum electromagnetic torque value per given RMS 

current can be calculated. As it turns out, the result of optimization gives optimal ratio between the two 

harmonic components to be e3/e1 (where e stands for back-EMF FFT component). Based on the given 

data in Figure 1a, it is easy to conclude that the exact value of the ratio between fundamental and third- 

harmonic for optimal current harmonic injection must be kopt = 0.927. The complete FOC algorithm for 

the symmetrical nine-phase PMSM, with third-harmonic current injection is shown in Figure 2. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Advanced field-oriented control of PMSM with highly non-sinusoidal back-EMF. 
 

3. Simulation Results 

The control system was validated using simulations. The testing sequence is such that the machine is 

first supplied using only the fundamental current component, called first or k = 0 region. Next, the 

fundamental and third harmonic injection are used with the optimal current injection ratio k, called 

second or k = 0.93 region. The applied torque and speed command remain constant throughout, and so 

the phase RMS current changes its value. In Figure 3a, the machine’s electromagnetic torque and 

mechanical speed are shown. It can be seen that the torque is constant during the whole testing time 

with the corresponding value 2 Nm. In transient, at t = 0.25 s, a small torque oscillation can be seen. 

This is directly related to instantaneous k ratio change, i.e. required system adaptation time. Mechanical 

speed is also kept constant during entire sequence, which therefore results in constant output power. In 

Figure 3b the phase currents waveforms are shown. It is important to note that although all nine phase 

current signals were used in system analysis, only waveforms of first phase in each phase set (i.e. phases 

a1, a2, a3) are shown in this figure. During the interval, t = 0 to 0.25 s, k = 0 region, the phase current 

is sinusoidal with an approximate peak value of 1.16 A. In the second region, after the current injection 

ratio was changed to k = 0.93, a similar current peak value can be seen, but this time with the shape 

which is, as expected, following the shape of the machine’s back-EMF. It can be concluded from the 

RMS current analysis that with third harmonic injection, current is for k = 0.93 case (0.60 A) lower than 

the value calculated in k = 0 case (0.81 A). This means that the power losses are reduced i.e. there is 

lower power on the input terminals of the machine (output power is constant). If the decrease in RMS 
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current is calculated as a percentage, as expected, the new value is ~ 36% lower than the one calculated 

for the case when k = 0. Flux- and torque-producing currents in synchronous domain can be seen in the 

Figure 3c. Flux-producing currents id1 and id3 are set and controlled to 0. In the region before optimal 

coefficient change, only fundamental torque-producing current component iq1 is used for torque 

production and recorded dc current value in this region is approx. iq1 = 1.16 A (IRMS = 0.81 A). As 
expected, after third-harmonic current injection ratio is changed to its optimal value fundamental current 

component decreases to iq1 = 0.62 A while at the same time, third-harmonic torque-producing current 
 

 

is changed from iq3 = 0 A to iq3 = 0.58 A (IRMS = √ (iq 
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Figure 3: Simulation results obtained after machine testing under advanced control algorithm. 

 

4. Conclusion 

In this paper, an advanced high-performance field-oriented control algorithm for a nine-phase PMSM 

with a specific rotor structure is derived. Third-harmonic current injection control was successfully 

implemented, and hypothesised torque improvements analysed originally in [9] were confirmed. 

Detailed simulation results were also presented and analysed. In future work, other low-order high- 

magnitude odd harmonic components are going to be studied for additional torque enhancement and 

over nominal speed control improvement. 
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Abstract. Trace metals, such as Zn, Cu, Pb, Cd are polluting global water supplies. 

Active and abandoned mining area are one of the major sources of the pollution. 

Continuous detection of these inorganic pollutants currently remains infeasible, 

limiting the understanding of the dynamics of an unexpected pollution event. 

Consequently, the aim of this work is to develop a novel sensing system based on 

microwaves and planar sensors that functionalised with specific coatings (f-EM 

sensors) for in-situ monitoring of Cu in freshwater. 

The reflection coefficient was measured using both laboratory based, non-portable and 

portable Vector Network Analysers (VNAs) between 100 MHz and 3 GHz. The 

sensing system was waterproofed for in-situ monitoring. Acquired samples were 

spiked with a Cu solution using the standard addition method. 

Results demonstrate that coatings based on l-cysteine, chitosan and bismuth-cobalt- 

zinc oxides were able to detect changes in Cu concentration and determine the 

unknown concentrations at two specific frequencies, 0.47 and 0.96 GHz with linear 

correlation given R2= in the range 0.90-0.97. 

This novel f-EM sensing platform will be able to qualify and quantify metal pollution 

in complex freshwater, in-situ with continuous monitoring. 

 
Keywords. Copper, f-EM sensors, Lorentz peak function, standard addition method 

 

1. Introduction 
1.1. Metal pollution in water 
Cu is among the most common toxic elements associated with mine waste and have been widely 

documented to cause significant pollution of water resources [1]. It is an essential element for living 

organisms, but in high concentrations, especially with long-term exposure, it can generate significant 

health problems, including respiratory, gastrointestinal and neuronal disorders [2]. 
1.2. Inadequate monitoring 

Currently, no method is able to monitor water resources accurately and continuously. Recognised 

methods require samples to be collected in the field and taken to a laboratory, which involves pre- 
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sample analysis treatments, trained staff, and expensive consumables. Efforts are being made to develop 

sensing system for in-situ metal analysis of water resources. Some good improvements have been 

achieved with voltammetry [3], fluorescence and colourimetric [4] techniques. However, one of the 

biggest challenges is to develop a sensing system able to detect trace metals continuously. 
1.3. Microwaves and f-EM planar sensors 

Microwave spectroscopy has emerged in recent years as a novel monitoring technique that is able to 

determine the presence and concentration of specific components and pollutants in water. The 

advantages of this technique include the immediate response and its low power and measurement costs. 

Between the numerous resonant structures, planar sensors have the potential to give high sensitivity and 

accuracy [5]. Moreover, they are portable, light, and practical for in-situ and continuous monitoring, 

compared with resonant cavities, and can be easily implemented using thin and thick films, microfluidic 

structures, etc [6]. 

For a sensing perform with higher sensitivity (to detect lower Cu concentration) and selectivity (to 

distinguish between similar metal ions), the integration of thick film on planar sensors is a novel and 

attractive approach for microwave spectroscopy. 

The objectives described in this paper are to use f-EM sensors based on L-CyChBCZ for Cu detection 

in complex water matrices and to compare the responses of a laboratory and a hand-held VNA. 

2. Materials and Method 
2.1. Coating development 
8-pair gold interdigitated electrodes (IDE) printed on PTFE substrates were functionalised using a semi- 

automatic screen-printer (Super Primex) as described by Frau, Wylie, Byrne, Cullen, Korostynska and 

Mason [7], with a paste mixture based on l-cysteine, chitosan and bismuth cobalt zinc oxide (acronym: 

L-CyChBCZ). These materials in powder form were mixed with a binder and a few drops of a solvent 

for achieving the correct viscosity for printing. In this work, the f-EM sensors were covered with a 65 

µm thick film (figure 1a). Then, they were waterproofed using a thermoplastic adhesive and embedded 

in 50 mL centrifuge tube lids. 
2.2. Samples and standard addition method 
The standard addition method is a quantitative method for determining the concentration of an analyte. 

The principle is based on the addition of the pollutant under test by adding multiple volumes of it to 

minimise the matrix effect which can interfere with the pollutant under test [8]. 

Water samples from a mining-impacted areas in and Central Wales, as Frongoch adit (acronym: FA) 

(Wamyss mine), were collected and spiked by a continuous standard addition of 1 mL of 100 mg/L Cu 

solution into a 80 mL sample. This corresponded to an increase of 1.25 mg/L in Cu concentration. 

2.3. Measurements 
Samples were analysed by immersing the f-EM sensor based on LCyChBCZ in the water sample. The 

reflection coefficient magnitude (|S11|), was measured between 10 MHz and 3 GHz using two different 

Vector Network Analysers (VNA): a non-portable Rohde and Schwarz ZVA24 and a portable 

miniVNA tiny (mini Radio Solutions) (figure 1b). The EM response was recorded continuously. 

 
Figure 1 (a) f-EM sensor based on L-CyChBCZ coating and (b) miniVNA tiny connected through coaxial cables to the f-EM 

sensors immersed in water for monitoring continuously the changes in Cu concentration. 
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2.4. Lorentz peak function 

The spectral responses for the polluted water samples consist of a combination of peaks. For a more 

accurate identification of a specific metal under test, the full-spectral-response was analysed by fitting 

the |S11| responses using peak functions. The spectrum was fitted using Lorentz peak function for a more 

detailed and multiparametric spectrum analysis (equations 1) [9]. 
 

 
 
 

where y0 is the offset; xc is the centre of the peak; w is the FWHM (full width at half maximum) and 
A is the area of the peak. 

 

3. Results and discussion 
3.1. S11 responses 
The microwave response was able to determine the change of Cu content. Six distinct peaks were 

identified for each sample. Overall, the most significant spectral changes related to the increase of Cu 

concentration, evaluated by comparing and analysing all the parameters calculated with the Lorentzian 

fitting-peak, were peaks occurred at 470 and 960 MHz. Figure 2a shows the |S11| response measured 

with the miniVNA tiny. The two regions are shown in more details in figures 2b and 2c. This experiment 

demonstrates the feasibility of the microwave response to detect the increase of metal content in water 

continuously and to quantify its increment. 

 

 

Figure 2 (a) Spectral response for FA series measure with the miniVNA tiny in the frequency range 0.01-2.5 GHz and its 

magnifications at two resonant peaks: (b) at 0.47 GHz (c) and at 0.91-0.98 GHz. 
 

3.2. VNAs comparison 
Table 1 shows a comparison of the sensing performances between the ZVA24 and the miniVNA tiny. 

This includes the R2 (linear correlation coefficient), the sensitivity for every 1 mg/L changes of Cu, the 

quality factor of the peaks (Q-factor) and the limit of detection (LOD) at peaks 1 and 2. The linearity 

of the sensing, sensor sensitivity and high Q factor are important factors for considering the sensing 

efficiency, as well as its combination with shifts in resonance frequency. 

LOD was evaluated, as described by Salim and Lim [10], using equation 3 which describes the smallest 

concentration of Cu that can be detected; the Q-factor was found using equation 4. 
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where f0 is the centre of the peak and f3dB is the half-power bandwidth. All these parameters can be 

improved by considering multi-resonant peaks in the spectral response of a f-EM sensor. 

Table 1 Comparison between VNAs using statistical features 
 

 R2 Sensitivitya
 LOD(3) Q-factor(4) 

 ZVA24 miniVNA ZVA24 miniVNA ZVA24 miniVNA ZVA24 miniVNA 

Peak 1 0.981 0.963 0.301 0.399 0.114 0.060 7.39 4.80 

Peak 2 0.899 0.900 1.267 3.387 0.967 0.936 135.48 83.98 
aΔS11 (dB) for each 1 mg/L Cu concentration change; 

 

The results show how the performance of the cheap and portable miniVNA tiny is sufficiently 

comparable with the ZVA24, demonstrating the feasibility of obtaining accurate in-situ measurements. 

4. Conclusion 

This paper demonstrates the feasibility of using microwaves and planar sensors for the continuous 

analysis of Cu ions in water. Planar sensors immersed in water were able to quantify the Cu 

concentration by the standard addition method. F-EM sensors, functionalised using thick films base on 

chelating polymers and metal oxides, were used for improving the selectivity of Cu ions in a real 

complex water sample spiked continuously using the standard addition method. 

Lorentzian peak fitting was used for analysing the spectral responses. Non-portable and portable VNAs 

were used and the performances were found to be comparable, demonstrating the ability for in-situ field 

measurements. 
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Abstract. The use of computer simulations enables astrophysicists, who are 

traditionally limited in their study of the Universe to the use of real 

observations, to conduct numerical experiments in model Universes to test 

theories of astrophysics. The results of such numerical experiments must, 

though, be assessed against real observations in order to establish whether the 

input theories apply to the real Universe. We present results from a comparison 

of simulated and observed galaxies via unsupervised clustering. This enables 

us to compare distributions of galaxies in many features at the same time, with 

a view to breaking the overall populations down into subpopulations. 

Simulated galaxies are taken from the EAGLE suite of hydrodynamical 

simulations, which model the formation and evolution of cosmologically 

representative populations of galaxies, while observed galaxies are taken from 

the GAMA survey. We take care to establish a consistent samples and feature 

selections between simulations and observations. 

 

Keywords. galaxies: general - galaxies: statistics - galaxies: evolution - 

galaxies: formation - methods: statistical 
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We apply the following limits to each of the features representing our observed sample of 
galaxies. The lower limit for 𝑀𝑀∗  is imposed to match the EAGLE 𝑀𝑀∗  limit (see section 2.2). All other 

limits are imposed to exclude outliers from the sample. 
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1. Results 

 

We cluster in both samples from 𝑘𝑘 = 2 to 20. Feature data is z-scored prior to clustering in 

order to eliminate any clustering bias towards any feature with larger numerical ranges. We initialise 

100 times at each value of 𝑘𝑘. Applying our cluster evaluation approach, as outlined in section 1, we 

find stable clustering up to 𝑘𝑘 = 5 in our observed sample, and 𝑘𝑘 = 6 in our simulated sample. We select 

the most compact outcomes at these highest stable values of 𝑘𝑘 for further study, as they will offer us 

the most insight into the subpopulations in each sample. These outcomes are visible in figure 1. 

The outcomes show broad agreement with one another, particularly at lower masses. Equivalent 

clusters (suggested by the use of the same colour in each of the plots in figure 1) occupy similar regions 

of the sample distributions in the five-dimensional feature spaces. This is in spite of some differences 

in the overall scaling relations. Clusters in the observed sample appear broader due to effects like noise 

and measurement uncertainty. Agreement worsens at higher masses, where there are three simulated 

clusters vs. two observed clusters. The EAGLE simulations use feedback to regulate and inhibit star 

formation activity, particularly at higher masses, so the subgrid prescriptions that implement this may 

be responsible for these differences in clustering structures. We intend to use a metric like the Kullback- 

Leibler Divergence to quantitatively measure the similarity of the distributions of each of these sets of 

clusters. This will enable us to establish the relative important of features in the clustering, and hence 

identify the simulation theories that have succeeded and failed with respect to reproducing the observed 

cluster distribution. For those clusters that are successfully reproduced in the simulated sample, we 

intend to trace the galaxies in those clusters back through time to understand how they evolved, and 

thereby make inferences about the galaxies contained within their equivalent observed clusters. 
 

Figure 1. k-means clustering in our observed (left) and simulated (right) samples of galaxies. In both plots, the black scatter 

points show the sample, and the coloured contours and histograms show the cluster distributions. Colours have been chosen 

and applied to suggest equivalencies between the clusters in each sample. 
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Abstract. Critical Path Method (CPM) planning as a logic-based and deterministic 

programming method operates in construction contracting environments characterised 

by excessive trade sub-letting, work package fragmentation, transient low-loyalty sub- 

contract labour, poor trade integration, and dislocated project teams. Despite some 

advances, newer methods adhering to a social-based collaborative approach, such as 

Lean Construction and Last Planner® System, have not yet positioned themselves as 

primary use methods of planning and project control. A reconsideration of CPM 

literature across construction programme management has been undertaken and 

several approaches to CPM planning are identified. However, there appears to be an 

absence of work on its practical application within construction contracting 

environments. Exploratory qualitative data was collected through a purposive sample 

of six semi-structured interviews with UK construction management personnel on a 

case-study project. Results were used to identify emerging key themes and guide back 

into the literature. CPM planning seems to operate in unstructured environments 

characterised by poor application, understanding, and ad hoc engagement by 

participants. It is concluded that problems with CPM may be rooted in people-based, 

and not process-based, issues. 

 
Keywords. Critical Path Method, Last Planner® System, programme, subcontractor, 

integration 

 
 

1. Introduction 

 

This paper is part of an ongoing research project to investigate and understand the influences that project 

participants exert on the adoption and application of traditional Critical Path Method (CPM) planning 

at contracting organisations in the UK construction industry. CPM remains the most commonly used 

project planning technique in UK construction, possibly due to being a standardised method, familiarity, 

and being specified widely by construction clients. UK construction dispute resolution uses CPM 

extensively to demonstrate time entitlements. Despite this widespread use CPM is criticised as a 

construction planning tool (Tommelein et al, 1999), particularly from proponents of Lean Construction, 

Last Planner® System, and other similar social-based methodologies. 

 

On the whole, complex construction projects in the UK are likely to be finished more than six months 

late (CIOB, 2008). From practical observations within construction project environments there appears 

considerable evidence that main and sub-contracting teams are failing to adopt and apply CPM in a 

structured manner. Further, reviews of literature on and around construction planning returned limited 

evidence of the understanding, adoption, and application of CPM within complex project environments. 

These environments, characterised by excessive sub-letting, work package fragmentation, transient 

low-loyalty sub-contract labour, and poor trade integration create dislocated relationships between 

teams within projects that are not well-suited to traditional CPM planning. 

mailto:n.m.pickavance@2017.ljmu.ac.uk
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This paper further progresses a preceding critical investigation into the adoption and application of 

CPM within a construction project case-study environment. The categories and emerging concepts from 

the results of six qualitative semi-structured interviews with experienced personnel form a basis to guide 

back into the literature around construction management, supply chain integration and management, 

collaboration, partnering, and organisational cultures. This focuses the investigation on the wider 

context of project teams and an understanding of their impacts on the success of CPM planning within 

construction environments, and not just the system limitations. 

 

2. Literature Review 

 

Project planning, management, and control of construction projects has traditionally been undertaken 

via network analysis. Originating from industrial, military, and production environments the 

transposition of CPM into construction was recorded in “A non-computer approach to the critical path 

method for construction” (Fondahl, 1962). With similarities to Program Management and Review 

Technique (PERT), CPM is based on mathematical and algorithmic models of logic networks applied 

to construction scheduling (Aquilano & Smith, 1980). Activities, milestones, and critical trades are 

mapped within a logical network, with programme management via this deterministic approach 

remaining a significant method of planning and project control (Agyei, 2015). 

 

Many subjects are successfully conveyed, and learned, from textbook format but characteristics and 

nuances of construction project planning is difficult to convey. Operating within a diverse, fragmented, 

multi-cultured temporary organisation delivering a complex, bespoke product with a transient, low- 

loyalty, sub-contracted workforce the creation, management, and execution of project planning goes 

beyond network diagrams and resource schedules. Application of CPM in contracting environments is 

not addressed in construction texts (Lester, 2006) and (Pierce, 2013). 

 

UK government has commissioned numerous construction industry reports with the intention of 

providing best-practice strategies on key issues. Many focus on project delivery improvements such as 

partnering and collaborative working (Latham, 1994), performance and efficiency (Egan, 1998), reports 

to check and measure the success of previous reports (Wolstenholme, 2009), and production 

improvements (Construction 2025, 2013). Addressing high-level industry issues most reports do not 

consider the serious impact supply chain fragmentation has on projects. 

 

Official codes of practice provide operating frameworks for project management and delivery. However, 

these appear to lean towards being largely administrative (British Standards Institution, 2010). The 

Project Management Body of Knowledge (Association of Project Management, 2012) similarly fails to 

address the complex nature of planning in fragmented contracting environments. The Code of Practice 

for Programme Management in the Built Environment (Chartered Institute of Building, 2016) also fails 

to adequately address real-world planning challenges. 

 

Responsibility for undertaking the project planning role at main contractors varies within the UK 

construction industry, from a dedicated planning position or by another project management team 

member. Depending on project size, company culture, and culture within a building sector there may 

be no formal responsibility for the project planning role. Poorly allocated and unsupported planning 

staff appears to foment a questioning of integrity of the planner role, coupled with limitations of formal 

deterministic planning (CPM) becoming more widely recognised (Winch & Kelsey, 2005). Similar 

querying on whether construction project planning was doing its job (Laufer & Tucker, 1987) 

demonstrates some misunderstanding of the fundamental nature of the execution of the planning role. 

 

Alternative planning methodologies (imported from automotive and production industries) from the 

1990s onwards suggest alternatives to CPM’s hard-logic ‘push planning’ approach. Categorised as 

Collaborative Planning these comprise modern methods such as Lean Construction (Koskela, 1992) 

and Last Planner® System (Ballard, 2000). Similar variants are Agile Project Management, AgiLean 

Project Management, Six Sigma, and Lean Six Sigma. While characterised by improvement process, 
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reduction of ‘waste’, and collaborative working via work-crew inclusivity there is little evidence that 

these approaches significantly address the root of supply chain fragmentation. 

 

3. Method 

 

The research design builds upon a qualitative case-study to collect and interpret data to discover 

concepts and relationships within a live construction project environment. The collation of the original 

data was by interviews, with the research position interpretivist in nature. This qualitative strategy 

emphasised social reality research over quantification of data (Bryman, 2016). The case study was 

undertaken at a new-build construction development in the UK Midlands area that had entered into its 

contract phase. The final account is projected to be circa £300.0M and the main contractor is a large 

construction organisation who operate predominantly on the UK mainland but also continental Europe. 

In addition, two sub-contract companies engaged on the same project were included in the study. Both 

sub-contract organisations were major UK supply chain contractors, one operating in the steel frame 

erection sector and the other operating in the mechanical and electrical building services sector. 

 

Interviewees were selected as a cross-section sample of construction management personnel within the 

case-study organisations. Four construction staff from the main contractor, and one member of staff 

each from the sub-contractors were interviewed. Each participant was employed full-time in either a 

project manager role or project planner role and possessed between fifteen and thirty two years’ 

experience in the UK construction industry. The mean years of experience of the sample was 26.2. 

 

The original eleven questions posed in the interviews were open and exploratory, designed to elicit rich 

data for further analysis. The questions spanned common topics in project planning and were developed 

from extensive observations and experience within a practitioner environment. The interviews used a 

semi-structured approach on a personal face-to-face basis with key topics derived from the literature. 

To focus the investigation the approach within this paper has been to utilise the questions (and 

responses) from six of the original eleven questions posed that concentrated on CPM challenges, supply 

chain integration, and co-ordination. The six questions were: 

 

Q1. What do you perceive are the main challenges for contractors planning with Critical Path 

Method? 

 

Q2. How much do attitudes and cultures within a company influence the successful development 

and co-ordination of an integrated construction programme? 

 

Q4. How do you feel the programme development and co-ordination process could be improved? 

 

Q5. What are the methods, techniques and protocols that construction organisations use to develop, 

co-ordinate and integrate critical path programmes? 

 

Q7. What processes do you follow to establish and integrate the various sub-contract trade sections 

of the construction programme? 

 

Q11. How do you feel a process similar to the RIBA’s Plan of Work would be of use for developing 

a co-ordinated and integrated programme? 

 

The data from the six interviews has been previously transcribed into written text and an open-coding 

analytical process undertaken. NVivo 11 qualitative data analysis computer software package was used 

to code the transcripts at the sentence level to identify categories and concepts. This analysis was to 

provide an initial exploratory investigation into the subject matter. Open-coding allowed the text to be 

opened up and expose the thoughts, ideas, and meanings contained therein, to uncover, name, and 

develop concepts (Strauss and Corbin, 1990). 
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This paper has built upon the initial investigation by utilising the categories and emerging key themes 

from the qualitative data analysis to guide back into the literature. This direction is intended to support 

the development of a conceptual framework for further positioning the research in the wider context of 

the subject areas via existing theories, methods, methodologies, and practice. 

 

4. Results / Discussion 

 

Some challenges around the usage of traditional CPM planning appear not that it is a deterministic / 

logic-based method (as often) criticised by Collaborative Planning proponents, but fundamentally 

whether project participants have a basic understanding of CPM application and its benefits. 

Interviewee 3 (Contracts Manager): “I think that the identification of the activities which are critical to 

the successful completion, that’s the main challenge…” 

 

Prevalent cultures at contracting organisations appear to directly impact and influence the adoption and 

application of CPM planning. Within a general construction contracting environment the participants 

seemed aware that they were maybe ‘stuck’ in the past. Interviewee 1 (Senior Planner): “Different 

industries have different cultures…the petrochemical industry and the nuclear industry have got better 

cultures than the normal construction - as I call it - industry. I think they’re a bit behind the times, 

normal construction, they don’t like moving forward…” 

 

Early and consistent supply chain engagement and partnering was seen as crucial to CPM programme 

development and co-ordination, acknowledging the importance of trade programme contribution into 

the master programme. Interviewee 1 (Senior Planner): “I think you should have a specialist set of 

contractors who do the tender, and they all know each other, get together, do the integrated programme 

together and that’s what you run with.” 

 

Formal protocols for CPM programme development seem poorly evident, and ad hoc approaches may 

be common. The informal ‘weighing-up’ of a project with the supply chain, alongside formal planning 

techniques, was stated. Interviewee 2 (Senior Project Manager): “Yes, the supply of information, 

walking the course, making sure they understand the project itself, the logistical strategy on the project, 

what’s going on around the project in the area.” 

 

In a predominantly sub-contracting environment the approaches to trade programme integration had a 

major influence on quality and success of programme. Interviewee 2 (Senior Project Manager): “We go 

through various workshops, we bring them together, we do analysis of the programmes at each 

iteration, we understand it, we get the buy-in from our teams, our supply chain.” Significantly, the 

aforementioned events are not a formal protocol. 

 

While a formal process framework (RIBA) exists for design development progression in the 

construction industry there is a notable lack of similar for programme development. Interviewee 1 

(Senior Planner): “I think there is a definite need for a structure for developing programmes, especially 

integrating the subcontractor programmes and how that links in to the main programmes.” Lack of 

stage-gates in CPM programme development is evident here. 

 

5. Conclusion 

 

This study has undertaken a small number of interviews on a major UK construction project with full- 

time professional, experienced, and senior contracting personnel. The primary data collected rich, 

descriptive experiences from pre-arranged semi-structured interviews. From this data the use of CPM 

planning seemed to operate in an unstructured environment characterised by poor understanding and 

application of CPM and dislocated engagement by project participants into the programme management 

function. The results from this study may be fairly representative of contracting organisations in the UK 

due to the general nature of the project studied. 
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Emerging literature is directing further investigation into various themes such as training and 

development of project teams, communication, construction supply chain management, contractor 

partnering, organisational cultures, collaborative practices, and supply chain integration. The challenges 

with CPM planning relating to the logical and deterministic nature of CPM planning seem to be of only 

partial concern to the sample. Key inferences are that challenges with CPM planning may be rooted in 

behavioural and cultural issues over process-based issues. 

 

A relatively small, albeit very experienced, research sample was used for the study. However, the paper 

has addressed a need evident from the literature search that the effects of behaviours, attitudes, and 

cultures within contracting organisations on the success of CPM planning doesn’t appear to be widely 

researched. Further investigation is necessary to be undertaken at UK contracting organisations to 

identify the adoption and application of CPM planning, with the aim of ascertaining the efficiencies of 

both the system itself and the operators of CPM. 
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Abstract: Maintenance of machinery equipment is part of necessary costs of a ship operation. With the 

evolution of technology, innovative models are being employed to move away from fixed interval 

maintenance actions towards predictive maintenance to extend the time between overhauls. A Bayesian 

network (BN) model has been developed as health assessment tool for a large two-stroke engine. 

However, there was a gap in the model where prior probabilities for BN parent nodes were estimated 

from engine operational parameters directly through user’s knowledge and experience. A fuzzy model 

was developed to address this issue by standardising the process, however fuzzy min-max operation was 

unable to respond to the variances in antecedent and reflect the proportional change in consequents. To 

improve the sensitivity of the model, a fuzzy evidential reasoning (ER) model has been proposed in this 

work. There have been multiple inputs for each parent node of the BN model hence effectiveness of the 

proposed approach has been demonstrated by creating a fuzzy ER model for scavenge air quality node. 

Operational inputs from engine operational data can be inserted into the fuzzy ER model and then the 

obtained output coupled with the BN would calculate the overall health of the engine. The advantage of 

this user-friendly model is that it can run simulations for trending various operational parameters. 

Keywords: Evidential Reasoning (ER), Bayesian Network (BN), Two-stroke engine 

Introduction: 

With the ever-increasing commercial pressures on ship operators and shrinking margins, loss 

of propulsion due to machinery breakdown is just a tip of the iceberg and exhibits a 

significant economic loss associated with the subsequent delays and repair bills. In its 2018 

annual report, the Swedish Club (2018) reported that the cost of machinery claims for the 

period 2015-2017 was around USD 384 million with main engine damages remain the most 

expensive category accounting for 34% of the total machinery claims. Efforts are underway 

from engine manufacturers and operators to enhance reliability of engine operations through 

better diagnostic and prognostics. 

 

This paper advances the work presented by Usman et al., (2018) where prior probabilities for 

Bayesian Network (BN) of two-stroke engine diagnostic model were developed through a fuzzy 

set theory. However, the main criticism of the proposed method has been the traditional fuzzy 

‘min-max’ approach used to quantitatively determine the consequent part of the fuzzy rule base. 

There can be several ways to address the issues though Evidential Reasoning (ER) seem to have 

the superiority as it avoids the loss of useful information during inference process. Moreover, 

slight changes in the antecedent part of the rule base may sometimes be inadequately reflected 

in the consequent part with the conventional fuzzy methodology (Yang et al., 2009). 

Evidential Reasoning (ER) 

The ER approach was initially used to address the quantitative and qualitative issues concerning 

multi-criteria decision making (MCDM) under uncertainty by utilising the expert judgement in 

the form of belief functions (Yang & Xu, 2002). Since then there has been number of 

applications such as Zeng et al., (2006) carried out an information technology project by 

developing an aggregative risk assessment; Liu et al., (2003) used the fuzzy rule base ER 

approach to analyse the safety of an engineering system. 

ER algorithm 
 

ER algorithm is used to capture the non-linear relationships between the set of rules. This aim 

is achieved by combining all the outputs from each rule to generate a conclusion. For this study, 
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𝐾𝐾=1 

𝐾𝐾=1 

k 

following steps have been adopted to improve the fuzzy inference through the use of ER 

approach. 
 

The first step is the assigning the relative weight (ω) to the antecedents Ak (where K = 1, 2, …, 
L) and mainly under the condition of ∑𝐿𝐿 ω  = 1. Assigning of the weights are performed 

through expert judgement as it is understood that impact of the various parameters on overall 

performance or outcome is unequal in real world scenarios hence this needs to be reflected in 

the model. 
 

The second step is the calculating the degree of belief (βk) based on knowledge of antecedents 

(Ak) for consequents (Dk). This is mainly carried out by taking into the relative weights assigned 
to the antecedents in the step one. For example, IF ‘air pressure’ is Low, ‘temperature’ is Low, 

‘water mist catcher (WMC)’ performance is Satisfactory, THEN ‘scavenge quality’ is 25% 
Satisfactory and 75% Unsatisfactory. 

 

Third step is calculating the weight of each rule ϴk for a particular scenario. This is performed 

by multiplying the corresponding antecedent mass distribution to generate a crisp number for 

the rule Rk. The impact of the particular rule in the final outcome is proportional to its weight 
though  following  condition  applies  ∑𝑁𝑁 ϴ = 1 (for total rules activated for a particular 

scenario). 
 

The fourth step comprised of calculating the mass distribution of Dk for each rule. This is the 
product of weight of each rule and degree of belief as per equation below. 

 

 

Final step is aggregating the values consequents to give final outcome for the ER fuzzy 

inference process. For a consequent D 1
 

 
 

 

In certain scenarios there can be incompleteness or unassigned degree of belief in the 

assessment which if represented as HU can be calculated  through   

 

 
Likewise the evaluation of several reviewers or the assessment of the condition of subordinate criteria  
can be combined in chain systems (components or sub-components) (Asuquo et al., 2019). 

ER application 

As described earlier, this paper intends to provide technical improvements in the work (Usman 

et al., 2018) performed on demonstrating the fuzzy logic application to determine the scavenge 

air quality hence taking the same operational example and values used for fuzzy model input 

in the previous paper; 
 

Table 1 : Input operational variables 
 Units Operational input 

Effective Power BHP 6300 

Corresponding Scavenge air pressure as per manual Bar 1.7 

Actual Scavenge air pressure Bar 1.4 

Scavenge air temperature oC 40 

Condensate water collected (actual) Tons/24H 16 

Condensate water (calculated from operations manual 
for given conditions) 

Tons/24H 18 
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Placing these operational values into the fuzzy model would result in the following table which 

shows the fuzzy membership for all three variables. 
 

Table 2: Fuzzy membership for individual fuzzy sets 

Air pressure  

Low 0.26 

Acceptable 0.74 

Temperature  

Low 0.2 

Acceptable 0.8 

High 0 

Water mist Catcher  

Satisfactory 0.6 

Unsatisfactory 0.4 

 

This scenario has activated following 8 rules out of total 12 as per the following table; 
 

Table 3: Activated rules 

As a first ER step, three operational indicators i.e. Scavenge air pressure, temperature and water 

mist catcher performance has been assigned individual weights based on their importance to 

impact the outcome i.e. ‘scavenge air quality’ as per following table through expert judgement; 

Table 4: weight of antecedents 

Scavenge Air Pressure temperature WMC performance 

ω 0.40 0.35 0.25 

Second step is determining the degree of belief of each rule as demonstrated below; 

Table 5: degree of belief 
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The next phase is the determining the weight of activated rules. From table 3, it can be observed 

that there are 8 rules activated for the given scenario. Hence their corresponding weights are 

calculated as shown in the following table; 
 

Table 6: weights of activated rules 

 

Final couple of steps involves determining the corresponding the consequent mass 

distribution as shown in following table (yellow marked cells). 
 

Table 7: Determining the consequent part of each rule 

The last step is aggregating the values from table 7 and getting a final value for the ‘scavenge 

air quality’ which is coming out as Satisfactory 0.73 and Unsatisfactory 0.27. 

 

There is slight difference in the results received from this method compared to fuzzy ‘min- 

max’ inference process which were Satisfactory 0.70 and Unsatisfactory 0.30. Apparently in 

the given example, there is insignificant difference however ER model has been tested on 

some of the extreme cases of temperature, pressure and performance and there are indications 

of striking differences. 
 

Comparative analysis and conclusion 

 
This section will review the level of sensitivity to the changes in the input and how it 

compares with the conventional ‘min-max’ approach in terms of real numbers. To perform 

the analysis, the scenario developed in the above sections are used however only changing the 

input ‘scavenge pressure’ in both the models and observing the differences. Following 

 

Pressure (Bars) 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 

‘Min-Max’ inference* 0.60 0.60 0.60 0.62 0.70 0.75 0.75 0.75 

ER inference * 0.55 0.59 0.65 0.68 0.73 0.77 0.81 0.88 

* Fuzzy output ‘Satisfactory Scavenge air quality’ 

 

The following graph further demonstrates the difference between the two outputs from 

different inference processes. 
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This shows that the ER inference process demonstrated relatively better sensitivity tot the 

variations in the input whilst ‘min-max’ curve flattens out at low and high pressures. The 

model has also been tested by altering other operational inputs and similar results were found. 
 

This paper proposes to integrate ER approach to the fuzzy model used to determine the prior 

probability for BN model developed for 2-stroke engine health assessment. Further work is 

needed with the help of IDS software tool and supplementary mapping to cover the remaining 

2-stroke engine operational spectrum employed within BN health assessment model. 
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Abstract. In this project, the problem of using a swarm of autonomous mobile robots 

for environment monitoring is tackled. In the monitoring task, finding robots’ final 

deployment with satisfying coverage performance from the initial distribution is 

addressed. A new virtual force-based method has been designed for maximizing 

coverage area. In this method, two kinds of virtual force (the vortex force and the 

repulsive force) are introduced to be exerted on the agents. Each agent can update its 

position under the virtual force and final deployment will be achieved after some 

iteration. In addition, new structure particle swarm optimization is applied for finding 

the feasible obstacle-free trajectories of each agent when the environment is known. 

The deployment of agents with desired coverage performance has been demonstrated 

in the simulation experiments. The main contribution of this paper is introducing the 

novel vortex force interaction scheme to strengthen the capability of environment 

exploration and ensure the uniform distribution in the robotics agent deployment for 

maximizing area coverage. 

 
Keywords. Autonomous system, multi-agent system, virtual force 

 

 

1. Introduction 

 

There is growing attention in the application and research about the autonomous mobile robot. The 

multi-robot system is widely applied in environmental monitoring, search and rescue, and battlefield 

surveillance. Deployment of a swarm of mobile robots with a circular sensing range for coverage the 

complex environment is addressed in this study. The core objective is to find robots’ positions with 

maximum coverage of the area of interest from their initial positions and a virtual force interaction 

method (VFIM) is proposed to achieve it. In this method, virtual vortex force and repulsive force are 

defined for each robot to find the feasible movement and the well-distributed deployment can be 

achieved after iterations. The novel vortex force can increase the robots’ stronger capability of exploring 

environment compared with other virtual force-based algorithms. 

 

The virtual force algorithm for the deployment of wireless sensor nodes was firstly proposed by Zou 

et al. [1]. In VFA, the attractive force and repulsive force between nodes are defined for increasing 

coverage. His method is not suitable for the environment with many obstacles due to only the simple 

repulsive force from the obstacle is defined and test in the environment with only one obstacles. 

Research on the improved virtual force-based methods for coverage control contains introducing 

Delauny triangulation to set the adjacent relationship to increase computation efficiency [2] 

introducing energy awareness for each agent in the virtual force method to balance their energy 

consumption [3] and combining the VFA with particle Swarm optimization for global search ability 

[4]. The above research assumes the obstacle-free environment and the agents were randomly 

initialized in the environment at the beginning. However, such an assumption may not be available in 

real-life scenarios. 

3. Methodology for the environment coverage problem 

3.1. Problem description 
In this environment monitoring problem, various size and shapes obstacles are set in the environment 

and each agent is initialized along with the environment boundary averagely. Each mobile robotic agent 

is assumed to have homogeneous characteristics including mobility, sensing a circular zone around its 

location, obtaining its location and exchange the location information in its communication range. 

3.2. Virtual force-based method 

mailto:Kji@2017.ljmu.ac.uk
mailto:Kji@2017.ljmu.ac.uk
mailto:Q.Zhang@ljmu.ac.uk
mailto:Q.Zhang@ljmu.ac.uk
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The process of the proposed virtual force based method contains two core parts in each iteration: 

calculating virtual force and moving to the new position. For observing the coverage performance 

change in the whole process, the grid scanning method is utilized [5]. 

3.2.1. Virtual force definition 
For each agent, it is assumed to receive the virtual force from the following source including the nearby 

agents, obstacles and environment boundary. The virtual force can be identified two types: vortex force 

for better exploration of the whole environment and repulsive force for local exploitation. The Obstacle 

and boundary can exert both vortex force and repulsive force upon the nearby agent while the agent can 

only exert a repulsive force on the nearby agent. 

The repulsive force among agents can reduce their coverage overlap when they are close. The repulsive 

force from agent i to agent j is inversely proportional to their distance when the distance is less than a 

distance threshold that is double sensing range. The orientation is the direction of the vector from agent 

i and agent j. The repulsive force from the obstacle can decrease the uninterested area coverage when 

the agent is close to it. The magnitude of the force is propositional to the agent’s invisible area caused 

by the obstacle. The orientation is from the nearest point of observed obstacle boundary to the agent. 

The repulsive force from the boundary is inversely proportional to the shortest distance between the 

agent and the environment boundary when the distance is great than a threshold value. The direction of 

vortex force from the obstacle or the boundary is orthogonal to the direction of the corresponding 

repulsive force and the magnitude is proportional the magnitude of the corresponding repulsive force 

with a randomized coefficient in the range of (0.5, 1). 

3.2.2. Movement rules 
Each agent will update its position consecutively according to the three sources: the combined repulsive 

force and two kinds of vortex forces. The movement can be calculated as equation (1) and (2). 
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4. Experiments and results 

4.1. Expeperiment environment setting 
The experiments are conducted through simulation in MATLAB. The environment is expressed a grey 

square with 100-units side length and the obstacles are expressed by black objects. The sensing range 

of each agent is set as 10 and the communication range is triple the sensing range. Each agent is set 

along the environment border averagely at first. Figure 1 presents two environment settings with 

different numbers of obstacles and two conditions of using a different number of agents. 
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(a) Fewer agents in 6-obstacle environment (b) More agents in the 11-obstacle environment 

Figure 1 Settings of environments and agents 

4.2. Experimental results 

4.2.1. Coverage performance 

Considering different conditions of the number of obstacles in the environment and the number of 

agents, four groups of experiments are designed and conducted. For verifying the reliability of 

experiment results, each group of experiments is repeated ten times. Coverage rate is defined as the 

ratio of the covered area to the area of the environment excluding the obstacles. 

Figure 2 and table 1 present the appropriated distributions with a high coverage level can be achieved 

through the proposed method in all 4 situations. In table 1, the average coverage area keeps large and 

the standard deviation is relatively small in all experiments, which shows the method’s effectiveness 

and reliability. When the number of agents increases in the same environment, there will be better 

coverage performance. When the number of obstacles increases, the coverage rate remains at a good 

level but may have a minor decrease. 
 

100 100 

 
 

80 80 

 
 

60 60 

 
 

40 40 

 
 

20 20 

 
 

0 
0 20 40 60 80 100 

(a) Exp. No.1 

0 

0 50 100 

(b) Exp. No. 4 

Figure 2  Experiments settings 
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Table 1. Experimental results. 

 

Exp. 

No. 

Number of 

agents 

Number of 

obstacles 

Obstacle 

area 

Average 

coverage 

Standard 

deviation of 
Average coverage 

Coverage 

rate (%) 

1 22 6 1373 6468 41.4 75.0 ± 0.5 

2 32 6 1373 7784 28.1 90.2± 0.3 

3 22 11 966 6220 29.4 76.6± 0.3 

4 32 11 966 7818 18.0 90.7± 0.2 

 

4.2.2. Results of path planning 
Figure 3 presents the raw trajectories and the trajectories after the optimization of the nPSO method. It 

can found that nPSO method enables to generate the short obstacle-free trajectories. 

(a) Raw trajectories (b) Trajectories after nPSO 

Figure 3 Raw trajectories and path planning result 

 

5. Conclusion 

The paper presents the design and implementation of a virtual force-based method for the environment 

monitoring problem using the multi-robot system. The novel virtual vortex force is designed to 

cooperate with repulsive forces to achieve a good balance between global exploration and local 

adaptation and the deployment with good coverage performance and even distribution has been 

achieved in the simulation experiments. 
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Abstract. Identifying safe routes for the pipelines that transport Oil and Gas (O&G) 

products is a challenging topic in the current environment; particularly in the insure 

countries. Because the relevant data about the probability and severity levels of the 

Risk Factors (RFs) that affect the safety of these pipelines are rare. Which makes the 

existing risk assessment tools ineffective to analyse these RFs and identify safe routes 

for these pipelines. Hence, this paper aims to develop a risk assessment tool that can 

identify safe routes for the new O&G pipelines in Iraq in a systematic way using the 

following steps. Firstly, an industry-wide questionnaire survey was conducted to 

gather the data about the probability and severity levels of the RFs in such projects in 

Iraq. Secondly, the Fuzzy Inference System (FIS) in MATLAB was used to analyse 

and rank the RFs. Because the FIS can reduce the uncertainty in risk analysis, which 

results from the lack of data and the biases of stakeholder’s judgments about the RFs. 

Thirdly, the existing information from the new pipelines projects were analysed to 

identify the potential RFs in the proposed routes for these projects. As the O&G 

pipeline network in Iraq is above-the-ground, this paper focused on the RFs that affect 

this type of pipelines. Fourthly, the safest route for the new pipeline was identified by 

optimising the risk index value for each route. While the route that has less value of 

risk index is the safest route. This paper analysed the five routes that were suggested 

to build a new gas export pipeline in the Waist in Iraq. The pipeline will transport the 

extracted gas from Badra filed to the shipping points in Iraq. It was found that route 

number 4 is the safest route for this pipeline. 

 

Keywords. Oil and gas pipelines, risk assessment tool, pipelines’ safety, pipelines’ 

routes and computer model. 

 
 

1. Introduction and research approach 
 

Oil and Gas Pipelines (OGPs) must be planned, designed, installed, operated and maintained regarding 

the safety requirements to transport the petroleum products safely. However, several Risks Factors (RFs) 

are threatening the safety of these projects, such as terrorism, sabotage, thefts, corrosion, design and 

construction defects, natural hazards, operational errors and many more. Meanwhile, the current risk 

assessment tools are inaccurate to analyse the RFs in OGP projects in the developing countries due to 

the data scarcity and lack of research about them in these countries. As stated by Kraidi et al., [1], the 

risk management system in OGP projects in Iraq suffers from the scarcity of data about the probability 

and severity levels of the RFs in these projects. The alternative way of identifying and analysing the 

RFs in such a situation is via conducting a literature review about the RFs in OGP projects and collecting 

the stakeholders’ perceptions about them [2]. Nevertheless, analysing the RFs based on the stakeholders’ 
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F = Sum E E = C X D 

Sum B C = (B/Sum B) X 100% 

 The influence of the 5 types of RFs (A)    

 Probability and Severity of the RFs 
Risk Index (RI) 

Qualitative analysis Identifying and classifying the RFs 

Fuzzy Inference System (FIS) Questionnaire Survey 

perceptions results in uncertain results. Because the stakeholders have different perceptions about the 

probability and severity levels of the RFs [3]. Therefore, the RFs in this paper will be analysed using 

the Fuzzy Inference System (FIS) in MATLAB. Because the FIS uses linguistics terms (e.g. very low, 

low, moderate, high and very high) to analyse the RFs, which is useful to calculate the Risk Index (RI) 

of the factors when there are neither sharp boundaries nor precise values of their probability and severity 

levels [4]. 

The purpose of the paper, therefore, is to develop a risk assessment tool that helps in analysing the RFs 

in the pipelines’ projects and choosing safe routes for the new projects in a systematic way. This tool 

will analyse the OGP projects in two cities south of Iraq, which are Waist (Al Kut) and Basra. Because 

the current risk management system in these projects is inadequate, which obstructs gas export activities. 

Figure 1 shows the flowchart of the risk assessment tool. 
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Figure 2: The diagram of the Fuzzy Inference System (FIS) 
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The results of (Stage I) of risk analysis are shown in table 1. 

 

Table 1: The identified RFs from the literature review and their values of probability, severity and 

index. 

 
RFs [1-3, 5,6] Type* A Probability Severity RI B C 

Terrorism, sabotage and the security risk  

 
Security and 

Safety 

 

 
2.84 

3.995 4.490 3.99 11.33 5.43 

Stealing the products 3.692 4.081 3.75 10.65 5.10 

Public awareness 3.712 4.106 3.80 10.79 5.17 

Staff threats 3.323 3.571 3.35 9.51 4.55 

Socio-political effects 3.449 3.611 3.49 9.91 4.75 

Leakage of sensitive information 2.980 3.399 3.38 9.60 4.60 

Corruption  

 
Rules and 

Regulations 

 

 
1.45 

3.980 4.323 3.87 5.61 2.69 

The absence of the law on TPD 3.606 3.682 3.54 5.13 2.46 

Lack of risk management practice 3.530 3.652 3.51 5.09 2.44 

Lack of proper training 3.646 3.859 3.71 5.38 2.58 

Lack of risk registration 3.566 3.662 3.60 5.22 2.50 

Little research on this topic 3.621 3.697 3.55 5.15 2.46 

The geographical location  
 

Pipeline 
Location 

 

 
2.37 

3.717 4.192 3.76 8.91 4.27 

The pipeline is easy to access 3.631 3.773 3.57 8.46 4.05 

Land ownership conflicts 3.495 3.646 3.68 8.72 4.18 

Geological risks 2.747 3.182 3.17 7.51 3.60 

Vehicles accidents 2.465 2.970 2.80 6.64 3.18 

Animals accidents 1.894 2.020 1.95 4.62 2.21 

Improper safety regulations  
 

Health, Safety 

and 
Environment 

 

 
1.89 

3.687 3.960 3.70 6.99 3.35 

Improper inspection and maintenance 3.657 3.899 3.69 6.97 3.34 

The risk related to the aboveground pipeline 3.667 3.949 3.70 6.99 3.35 

Limited warning signs 3.626 3.732 3.56 6.73 3.22 

Inadequate risk management 3.227 3.505 3.48 6.58 3.15 

Natural disasters 2.652 3.066 3.10 5.86 2.81 

Corrosion  
Operations 
Consent 

 

1.45 

3.687 3.990 3.72 5.39 2.58 

The weak ability to manage the risk 3.631 3.848 3.67 5.32 2.55 

Shortage of modern equipment 3.667 3.924 3.68 5.34 2.55 

Design, construction and material defects 3.333 3.611 3.64 5.28 2.53 

Operational errors 3.101 3.409 3.30 4.79 2.29 

Hacker attacks on the system 3.066 3.066 3.03 4.39 2.10 

 

Stage II of the risk assessment tool is about analysing the RFs in specific routes of OGPs. This paper 

has analysed the five proposed routes for a new gas pipeline, which will be built from Badra gas field 

in Waist to Basra in order to export the extracted gas from that field via the sea. The available documents 

about these five routes were subjectively analysed to identify the RFs that might threaten the pipelines 

in these routes. D is the weight of the RFs in the route. Based on the document analysis, in the case that 

the RF is threatening the pipeline, then (D = 1); otherwise, (D = 0). Then, (𝑬𝑬 = 𝑪𝑪 × 𝑫𝑫), where C is the 

weight of the RFs in OGP projects in Iraq overall and D is the weight of the RFs within the specific 

route. Therefore, E is the final weight of the RFs in the route. F is the total risk index in the route, 

where (𝑭𝑭 = 𝑺𝑺𝑺𝑺𝑺𝑺 𝑬𝑬). The route that has less value of F is the safest route. Because it has the less total 

impact of the RFs. The results of analysing the OGPs’ routes are shown in table 2. 
 

Table 2: The results of analysing the RFs and testing the pipelines routs. 

 

RFs C 
Route 1 Route 2 Route 3 Route 4 Route 5 

D1 E1 D2 E2 D3 E3 D4 E4 D5 E5 

Terrorism, sabotage and the security risk 5.43 0 0.00 1 5.43 1 5.43 0 0.00 0 0.00 

Stealing the products 5.10 1 5.10 1 3.20 1 5.10 0 0.00 0 0.00 

Public awareness 5.17 1 5.17 1 3.24 1 5.17 1 5.17 1 5.17 

Staff threats 4.55 0 0.00 1 2.86 0 0.00 1 4.55 0 0.00 

Socio-political effects 4.75 0 0.00 1 2.98 1 4.75 1 4.75 0 0.00 

Leakage of sensitive information 4.60 1 4.60 0 0.00 1 4.60 0 0.00 1 4.60 

Corruption 2.69 1 2.69 1 3.30 1 2.69 1 2.69 1 2.69 

The absence of the law on TPD 2.46 1 2.46 1 3.02 1 2.46 1 2.46 0 0.00 

Lack of risk management practice 2.44 1 2.44 1 2.99 1 2.44 1 2.44 1 2.44 

Lack of proper training 2.58 1 2.58 1 3.16 1 2.58 1 2.58 1 2.58 

Lack of risk registration 2.50 1 2.50 1 3.07 1 2.50 1 2.50 1 2.50 

Little research on this topic 2.46 1 2.46 1 3.03 1 2.46 1 2.46 1 2.46 

The geographical location 4.27 0 0.00 1 3.21 1 4.27 0 0.00 0 0.00 

The pipeline is easy to access 4.05 1 4.05 1 3.05 1 4.05 0 0.00 1 4.05 
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Land ownership conflicts 4.18 1 4.18 1 3.14 0 0.00 1 4.18 1 4.18 

Geological risks 3.60 0 0.00 1 2.70 1 3.60 0 0.00 1 3.60 

Vehicles accidents 3.18 0 0.00 1 2.39 1 3.18 0 0.00 1 3.18 

Animals accidents 2.21 0 0.00 0 0.00 0 0.00 0 0.00 0 0.00 

Improper safety regulations 3.35 1 3.35 1 3.16 1 3.35 1 3.35 1 3.35 

Improper inspection and maintenance 3.34 1 3.34 1 3.15 0 0.00 0 0.00 1 3.34 

The risk related to the aboveground pipeline 3.35 1 3.35 1 3.16 0 0.00 1 3.35 1 3.35 

Limited warning signs 3.22 0 0.00 1 3.04 1 3.22 0 0.00 1 3.22 

Inadequate risk management 3.15 1 3.15 1 2.97 1 3.15 1 3.15 1 3.15 

Natural disasters 2.81 1 2.81 0 0.00 1 2.81 0 0.00 1 2.81 

Corrosion 2.58 0 0.00 1 3.17 1 2.58 1 2.58 0 0.00 

The weak ability to manage the risk 2.55 1 2.55 1 3.13 1 2.55 1 2.55 1 2.55 

Shortage of modern equipment 2.55 1 2.55 1 3.14 1 2.55 1 2.55 1 2.55 

Design, construction and material defects 2.53 1 2.53 0 0.00 1 2.53 0 0.00 1 2.53 

Operational errors 2.29 1 2.29 1 2.81 1 2.29 0 0.00 1 2.29 

Hacker attacks on the system 2.10 0 0.00 0 0.00 0 0.00 0 0.00 0 0.00 

Sum = 100.00 F1= 64.12 F2= 78.50 F3= 80.27 F4= 51.29 F4= 66.55 

 

2. Results and Summary 
 

 The developed risk assessment tool in this paper provides a systematic approach of choosing 

safe routes for OGP projects, specifically for the organisations that just began analysing the 

RFs in OGPs more effectively, which is the case in OGP projects in Iraq. 

 Using the FIS in risk assessment remedies the problems of the traditional approaches to risk 

analysis and ranking. 

 It was found in table 2 that Route 3 is the riskiest route (F3 =80). Meanwhile, Route 4 is the 

safest route (F = 51). Therefore, the export gas pipeline should be built on this route. 

 The future work of this paper is to estimate the consequences of OGPs failures. Moreover, 

evaluate the cost and time impact of the RFs; as well as, the cost and time impact of the risk 

mitigation methods that should be applied to mitigate them. 
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Abstract: Grinding is one of the most complex manufacturing processes in industry 

and understanding its physics is difficult due to the stochastic nature of the process. In 

this work, the influence of the abrasive grit’s shape and size on the grinding process is 

considered. A number of parameters are investigated to set a classification of the 

abrasives based on particle’s shape and size. These parameters are determined 

according to image analyses of a large number of particles. Based on this method, the 

shapes of the abrasives grits might be classified into 21 groups. Typical grit shapes 

will fall into only few categories. Once the abrasives are assessed, a series of multiple 

grit grinding tests are performed. For this purpose, a scratching tests have been 

conducted with two different diamond abrasives: MDA M2030 and MDA M3040 with 

normal size distribution. A sapphire material was used as a workpiece. The machining 

performances of the abrasive grits are evaluated in consideration of the effect of 

different grit shapes on grinding process output. The cutting forces and the acoustic 

emission were used to characterize the grinding mechanism during this experiment. In 

addition, the scratch marks are characterised by measuring the depth, the width and the 

length of the marks. This experimental trial provides critical insight of the cutting 

mechanism and a suitable grit shape is identified for better cutting efficiency. 

Keywords: Grain shape, size distribution, scratching, diamond abrasives, Acoustic 

Emission (AE), grinding force 

 

1. Introduction 

Abrasive machining process utilises abrasive grits as cutting tool to remove materials from workpiece. 

Characterisation of the morphology of the grits (shape and size) is of great utility to analyse and improve 

the grinding performances. In the literature, the main previous researches regarding the grit 

characterisation consider the shape of the grits to be as a single particular shape: sphere or ellipsoid [1, 

2], pyramid with a certain angle or cone shape [3]. Moreover, many abrasive shape models were build 

based on the aforementioned geometries. While in fact, the grits shapes present a large variety of 

geometries and are arbitrary distributed over the cutting tool. Hence, a precise shape and size description 

of the grits at a micron level is required in order to better evaluate its influence on the grinding process. 

However, publications dealing with abrasive assessment are very few due to the irregularity of the 

abrasive shapes. This paper aims to develop new test methods for micron diamond processing 

assessments in considering various application demands and characterising the results on diamond 

breakdown and performance. In order to find out the influence of the grit size and shape on the grinding 

process, a particle characterization is carried out by observing the particles under a microscope. In this 

case, a scanning electron microscope (SEM) is used for the observations. 

Two sets of diamond abrasive samples were investigated: (a) MDA M2030 standard size distribution 

and (b) MDA M3040 normal size distribution. Once these two abrasives are assessed in terms of shape 

and size, both are used to carry out scratching tests. The grinding efficiency of the cutting process is 

evaluated in terms of specific energy. 
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b) a) 

2. Particle characterization and image analysis 

2.1. Geometrical grit shape classification: 
Based on cutting actions, cutting edges of grits may be classified into 21 groups: 
Ball shapes (2): Sphere, Ellipsoid. Cone shape (6): Base sections are round, oval, polygons up to 6 sides. 

Truncated cone (6): Base sections are round, oval, polygons up to 6 sides. Columns (6): Base sections 

are round, oval, polygons up to 6 sides. Other shapes are not covered by above types (1). 

2.2. Particle’s Parameter processing: 

The abrasives used in this investigation are bonded on cutting tools and observed under a SEM as it is 

shown in Figure 1. While there is no limit to the number of particles uploaded, only 100 particle of each 

abrasive were inspected. Once the images are obtained and based on a subjective visual judgment, each 

particle is classified into one of the 21 geometrical shapes defined previously. In addition, the particle 

size (length and width) are measured and then the aspect ratio, defined here as the width divided the 

length is determined for each particle. A probability density function distribution and shape 

measurement are conducted. The parameter values for each particle are exported for statistical 

processing. 
 

Figure 1: SEM images of the abrasives: a) MDA M2030 normal size distribution, b) MDA M3040 normal size distribution 
 

2.3. Grit shape classification and morphology distribution 

Based on the classification methods defined in table previously, the 3D morphological distributions of 

the two abrasive particles are visually illustrated in Figure 2 with histogram. The geometrical shapes of 

each sample group are categorised, it can be seen that only a few types of geometrical shapes dominate 

the population of abrasives grits; ellipsoid, sphere, tetrahedron and quadrilateral shapes are among the 

most popular one. It appears as well, that the proportion of the ellipsoid shape (34%) is much higher in 

the case of the MDA M2030 normal size distribution compared to the second abrasive where this 

proportion is only 20 %. 

2.4. Aspect ratio distribution 
With a probability density function, the distribution of the AR is presented. On the Figure 3 the 

distribution of the 2 abrasives samples. As the AR is the ratio of the width over the length, its value is 

always lower than 1. It is observed that the diamond MDA M2030 normal size distribution present a 

higher probability density and slightly a higher aspect ratio. 

 

 

 

 

 

 

 

 

 

 

 
Figure 2: Shape distribution of the two abrasives 
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Figure 3: Aspect ratio distribution for the two abrasives 

 

Once the two abrasives were assessed, a scratching tests were carried out in order to find out the cutting 

performance of each abrasive. 

 

3. Experimental procedure 

The set of experimental work was conducted on the XR 610 VMC Hardinge Bridgeport CNC machine 

in dry condition using a developed rig as shown in figure 4. Table 1 gives the overall parameters for the 

experiment. The scratching test was performed, where the worktable was moving through the Z-axis 

towards the steel wheel spindle whilst the steel wheel was rotating. Once the abrasive grits touches the 

workpiece surface, the AE sensor detects an acoustic emission signal of contact between the abrasives 

and the workpiece. At this point, the wheel rotation was set to the desired speed before the scratch test 

commenced. The scratching marks are generated by moving the spindle from the top to the bottom 

along the X-axis. The process was repeated by shifting the Y-axis position of the worktable to generate 

new series of scratches. The cutting process was undertaken within two cutting lines where each cutting 

line is performed with a different type of abrasives. Once the trials were completed, the grinding marks 

have been inspected and the cutting performance is evaluated in terms of specific energy. 
 

Table 1: Cutting test parameters 

Grinding Parameters Value 

Wheel diameter 80 mm 

Cutting speed Vs 1m/s 
Feed rate in Y direction Vw 500mm/m 
Cutting depth ae 1 µm 

Spindle speed 238 rpm 

Grinding condition Dry 

Workpiece material Sapphire 

Abrasive  Cutting line 1: MDA M2030 normal size distribution 

 Cutting line 2: MDA M3040 normal size distribution 

Machine tool XR 610 VMC Hardinge Bridgeport CNC machine 

 
Figure 4: Experimental set up 
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4. Results and discussion 

The cutting performances of the two abrasives (a) MDA M2030 standard size distribution and (b) MDA 

M3040 normal size distribution is evaluated using the specific energy generated during the cutting 

process. The specific energy is calculated as the cutting force divided by the cutting area of the 

scratching marks. The cutting area, the cutting depth and the cutting width are measured using Bruker 

ContourGT platform (version 64) as it is shown in figure 5. 

 
Figure 5: Cutting marks inspection 

 

Figure 6 below, shows that the specific energy decrease when the cutting depth is increasing. This can 

be explained by the fact that at a high cutting depth, the cutting area is larger and hence imply the 

diminution of the cutting energy. Furthermore, a higher cutting depth is reached when the abrasive grits 

involved in the cutting process are more likely to be with sharp shape edges. Moreover, the comparison 

of the specific energy generated on the two case of cut (cutting with the abrasive (a) and (b) respectively) 

shows that the specific energy generated while cutting with the abrasive (a) is higher than the specific 

energy generated while cutting with the abrasive (b). And it was found previously that the abrasive (a) 

has a higher aspect ratio and present in its shape distribution a higher percentage of ellipsoid shapes. 

This clearly highlight the influence the abrasive grit shape on the cutting process. 
 

 
 

   

 
y = 0.1487x-1.64 

y = 0.1011x-1.567   

 

 

 
Figure 6: Specific energy generated during the scratching tests 

 

5. Conclusion 

A number of parameters have been investigated to measure shape and size of two types of diamond 

abrasives by means of microscopic measurements and image analysis. The measurements provide 

details to determine and quantify differences in particle shape and size. The cutting tests curried out 

emphasis the effect of the grit shape on the cutting process as it was found that the abrasive with lower 

aspect ratio and with high ellipsoid shape percentage perform a lower specific energy during the cutting 

process. 
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Constraining GRB and SLSN Progenitors using a large, 

unbiased sample of nearby Core-collapse Supernovae.   
 
 
 

 

 

 

 

In the past 10 years we have come to realise that the range of end-points of massive stars is 
strikingly diverse. What produces this diversity? It appears that the environment plays a 
critical role. Both superluminous super- novae (SLSNe) and long duration gamma ray bursts 
(LGRBs) are found preferentially in faint, low mass galaxies. However we do not know the 
reason for this. The host galaxy properties of extragalactic transients can be used to study 
these progenitor populations. However, the high redshift nature of SLSNe and long duration 
LGRBs makes environmental studies of their galaxies difficult and a comparison sample of 
core collapse supernova (ccSNe) is lacking. Fortunately, with the advance of wide-field 
surveys we have increasingly large samples of these transient hosts at low redshift, allowing 
statistical comparison of the populations. 

We have compiled the largest photometric catalogue of nearby SLSN, LGRB and ccSN 
hosts from a variety of sky surveys. We present this multi-wavelength photometry spanning 
from UV to near IR in a comprehensive study of the host galaxy populations. We model the 
observed spectral energy distribution (SED) of these host galaxies with the program Le Phare 
in order to derive physical properties, such as stellar mass and star formation rate. In this 
model, we assume the galaxy SED can be approximated by a single-age stellar population. An 
example of a best-fit SED to one of the CCSNe can be seen in Figure 1 and from this model we 
derive a stellar mass of 1.3×108 M0 and a star-formation rate of 0.2 M0/yr. We compare the 
stellar mass distributions, luminosity distributions and starburst fractions of transient host 
populations against each other and to the predicted distribution for the star forming 
population. This work is a step forward in understanding the progenitor population at low-
redshift to aid the characterisation of high-redshift transients and help constrain the 
connection between ccSNe, SLSNe and LGRBs. 

 

 

Figure 1. An 
example of the 
spectral energy 
distribution of 
CGCG012-116, a 
dwarf galaxy 
hosting the ccSNe 
ASASSN-16ab. 
The black points 
are the observed 
magnitudes,The 
solid grey line 
displays the best-
fit model of the 
SED. The squares 
in a lighter shade 
are the model 
predicted 
magnitudes. 
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Abstract. The UK marine sector has witnessed a rapid increase in sophistication of 

technology in regards to safety-critical systems whilst neglecting to adopt risk-based 

legislation regarding the implementation of functional safety. In other engineering 

sectors that have witnessed similar phenomena, ‘good working practice’ for the 

implementation of functional safety comes from using the risk-based approach 

provided by IEC 61508 Functional Safety of Electrical/Electronic/Programmable 

Electronic Safety-related Systems (E/E/PE). 

This paper introduces IEC 61508, justifies its significance for use in the UK marine 

sector, and describes a migration strategy proposal for current practice for 

implementing functional safety in the UK marine sector. IEC 61508 accounts for future 

development of technology, therefore the migration strategy utilises a balanced 

scorecard (BSC) for its ability to adapt measures and objectives without straying from 

its vision. The BSC method balances multiple perspectives to reduce the risk of 

unsuccessful implementation of its vision. 

The objectives of the migration strategy are to use the Delphi method to conduct a 

questionnaire that gathers a consensus from experts regarding gaps between current 

practice for implementing functional safety in the UK marine sector, and the guidelines 

in IEC 61508. Then to rank opinion-based results using the analytical hierarchy process 

(AHP) to determine the importance or friction currently unimplemented actions for 

complying with IEC 61508 pose. Then to use the highest ranked methods to produce 

a BSC that translates opinion-based results into a list of measures and objectives for 

use in an implementation strategy. 

 
Keywords. IEC 61508, Functional safety, Buncefield, Delphi method, Fuzzy set 

theory, Analytical hierarchy process, Balanced scorecard. 

 

 

1. IEC 61508 

The 1970s witnessed a culture change towards functional safety of systems that could cause major 

hazards in the event of a failure. Safety practice used to improve in response to an accident, but the 

scale of industrial plants began to increase, and use of E/E/PE systems became more common and 

increasingly complex. As a result, the scale of potential industrial accidents also increased. Engineering 

sectors realised the importance of identifying potential hazards before they occurred and quantifying 

the consequences of failure [1]. In 1984, the International Electrotechnical Commission (IEC), 

commissioned the British Standards Institution (BSI) Technical Committee to assemble a workgroup 

and produce an international standard for safety-critical software. In 1985, the IEC work group’s task 

expanded to include E/E/PE in the standard, and in 2000, ‘IEC 61508 Functional safety of 

Programmable Electronics Systems’ was published [2]. 
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Functional safety engineering involves identifying hazardous failures and then establishing a maximum 

tolerable frequency target for each mode of failure. Safety-related equipment and safety-critical systems 

refers to equipment or a system whose failure results in a hazard occurring. A safety function is a 

function of a piece of equipment that maintains it in a safe state, or brings it to a safe state in the event 

of a hazard. 

The purpose of IEC 61508 is to establish a Safety Integrity target for a safety-critical system, then to 

provide a strategy for meeting the target by incorporating safety-related equipment into the safety 

critical systems design [1]. 

The basic requirements for IEC 61508 are: 

• Targeting integrity and assessing random hardware failures: Assessing the rate of random 

hardware failures, and establishing a Safety Integrity Level (SIL) for mandating the appropriate 

rigor of life cycle activities. 

• ALARP: Establishing whether further safety functions are justified. 
• Architecture assessment: An assessment to determine the minimum level of redundancy 

appropriate for the given fault tolerance. 

• Life cycle requirements: Complying with the sub clauses relating to the Overall lifecycle (figure 

2). 

• Functional Safety Assessment: An assessment to demonstrate compliance with the target SILs. 

 

2. Buncefield 

The necessity for implementing IEC 61508 becomes apparent when regarding major accidents that have 

occurred in recent past. One example is the Buncefield oil depot explosion. 

On Sunday 11th December 2005, a fuel tank at the Hertfordshire Oil Storage Terminal overfilled, 

spilling petrol into the bunding, which resulted in a cloud of petrol vapour engulfing the site [3]. The 

cloud ignited causing an explosion and fire that spread to 23 other fuel tanks on site and to residential 

areas within Hemel Hempstead that lasted 5 days. 

There were two safety measures to prevent overfilling: a gauge for monitoring the level of the fuel in 

the tanks and an Independent High Level Switch, neither of which operated correctly the night of the 

explosion [4]. Staff at Buncefield were aware of the level gauge on tank 912 being unreliable, reporting 

such the August before. The night of the spill, tank 912 accepted fuel from three pipelines at once, two 

of which the staff in charge of monitoring the level of the tank could not directly control. The work 

culture at Buncefield made ‘process operation’ a higher priority than ‘process safety’, this prevented 

the safety measures getting the attention they required. Many other factors contributed to the overall 

failure at Buncefield; however, the following conclusions are drawn. 

The chances of the accident occurring may have been reduced if the risks were better identified and 

errors identified in the safety-critical equipment’s operation were dealt with properly. This highlights 

the importance of sustaining the integrity of safety functions at all stages of a safety-critical systems 

lifecycle. The Process Oil & Gas, Rail, Defence and Automotive sectors apply IEC 61508, and several 

other sectors such as the Nuclear and Avionics sectors use the guidelines to supplement their own safety 

standards to mitigate the chances of major accidents such as the Buncefield explosion from happening 

again. The UK marine sector is responsible for the operation of many large-scale safety-critical systems 

and the transportation of large quantities of hazardous material; therefore, it is at risk of a similar major 

accident until it implements a risk-based approach for implementing functional safety such as IEC 

61508. 

 

3. Methodology 

Figure 1 is a Project framework model that satisfies the migration strategy objectives and illustrates the 

three stages of the migration strategy proposal: the process framework, the balanced scorecard 

framework and the implementation strategy framework. The process framework section includes the 

initial data gathering methods that are required for producing the BSC. This involves conducting a 

questionnaire to determine how many methods for complying with IEC 61508 already occur in regards 

to current functional safety implementation in the UK marine sector, and how much friction complying 

with others could pose. To validate the results of expert opinion based data, the questionnaire will utilise 

an iterative Delphi method. 
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Figure 1 Project Framework. 
 

The purpose of a BSC is to translate a vision an organisation wishes to become a reality into a series of 

objectives. These objectives must be categorised between different perspectives so that positive changes 

made to one aspect of the organisation does not inadvertently cause negative changes to another [5]. 

Typically, the objectives fall into to four perspectives: innovation, process, customer, and financial. The 

number of objectives used to implement the vision should not exceed 25; however, the number of 

perspectives, and which aspects of the organisation they represent can vary. Each objective has a system 

for measuring the success of its implementation, referred to as a measure. Measures are methods for 

producing quantitative data that represents the progress of its respective objective. 

The Balanced scorecard framework processes the gathered data from the questionnaire into objectives 

and measures for implementing IEC 61508. This involves translating fuzzy qualitative opinion based 

data from the questionnaire into crisp quantitative data using the triangular defuzzication process. Crisp 

values that determine the importance of methods required for implementing IEC 61508 will then feature 

in an AHP to rank them in order. The highest-ranking methods will be categorised between the four 

perspectives of the BSC and have measures determined. 

The Implementation strategy framework involves producing performance measure control sheets 

(PMCS). The purpose of the PMCS are to ensure the organisation understands the BSC vision, analyse 

the cause of any change in performance of the organisation, plan the activities required to complete the 

BSC objectives, ensure these activities are undertaken, and analyse the impact of the activities. The 

performance-measure control sheets consist of: 

• Statistical-process control chart (SPCC) 

• Analysis sheet 

• Action planning chart (APC) 

• Implementation control chart (ICC) 
The SPCC provides a mathematical model for each measure. Each model uses a method for tabulating 

data collected pertaining to its measure, and transferring the data into a graph that illustrates the success 

of the measures objective over time. The analysis sheet records events that effect the performance of a 

measure. If an objective relates to improving safety by reducing the risk of a specific system failing, the 

causes for that system failing are presented in the analysis sheet. Keeping an analysis sheet provides 

valuable failure data for future use by an organisation in the UK marine sector. An APC provides 

planning for time and resources for an objective. The dates on the APC should correlate with variance 

on the SPCC. An ICC displays the steps needed to complete the objective addressed in the previous 

PMCS’s in the form of a Gantt chart. Each BSC objective will require a tailored measure model that 

will feature in each objectives SPCC. 
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Figure 2 Overall Safety Lifecycle. 
 

The basic requirement of IEC 61508 that requires meeting the life cycle requirements refers to 

complying with the sub clauses that relate to each key stage of the Overall Safety Lifecycle figure 2. 

These sub clauses explicitly satisfy the other basic requirements; therefore, the questionnaire translates 

the sub clauses into objectives for use in a BSC. 
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Abstract 
Diamine oxidase and its substrates can be measured using a reaction, coupling peroxidase and o-dianisidine 

dihydrochloride with two biogenic polyamines, cadaverine and putrescine. This method provides a rapid, 

reliable test for determining the enzymatic activity of diamine oxidase against its respective substrates. Using 

this method, it was reported that diamine oxidase (0.1 U) and cadaverine (40 g/mL) required a total time of 

150 s for complete uptake of the substrate. Similarly, putrescine (40 g/mL) demonstrated total catalysis by the 

120 s point, thus indicating that, initially enzyme catalysis between diamine oxidase and the polyamines, 

cadaverine and putrescine occurs and a timescale for complete catalysis was achieved. This work would allow 

for the detection of polyamines using a diamine oxidase based enzymatic assay within the healthcare and food 

industries. 

 
Keywords. Diamine Oxidase, Cadaverine, Putrescine, Enzymatic Assay 

 

Introduction 

Naturally occurring polyamines putrescine, spermine and spermidine, which are derived from 

ornithine decarboxylation exist as ubiquitous organic cationic compounds that retain tightly regulated 

functions through key enzymes during biosynthesis (Moinard et al., 2005). These amines are reported 

to be essential components for all living cells, due to their requirements in cell growth, proliferation 

and normal function (Kozová et al., 2009). They aid in the regulatory functions of DNA, RNA and 

protein synthesis, which coincides with regular eukaryotic cell growth (Venza et al., 2001). Due to 

their involvement in cell growth, it isn’t unconceivable that their involvement in many proliferative 

physiological processes may be closely related to the concentration and efficacy of polyamines 

(Handa et al., 2018). Trace levels of polyamines from dietary sources such as agmatine, which is 

synthesised by plants and many microorganisms, of which include the intestinal micro flora, have 

been found in human tissue (Handa et al., 2018). The polyamines, cadaverine and putrescine are 

present in variable amounts of foods (Barrdocz et al., 1993), and through decarboxylation via 

putrefactive bacteria, which explains why higher concentrations of polyamines would be present in 

fermented foods (Kalač et al., 2002). 

Since its discovery, diamine oxidase has been recognised to catalyse the breakdown and consequential 

oxidation of polyamines into their respective aldehydes (Stoner, 1985). The rate at which this 

catalysis occurs is measured through a method known as an enzymatic assay. The main factors when 

considering an enzymatic assay are temperature, pH, ionic strength and concentrations for both 

enzyme and substrate (Bisswanger, 2014). Due to the complex diversity of enzymes, standardisation 

of such a procedure is difficult, thus each enzymatic assay is uniquely respective to the target enzyme 

and/or substrate (Dong et al., 2015). For detailed measurements in to the exact rate of the enzymatic 

reaction, spectrophotometry is an appropriate method.  Spectrophotometry allows for measurements 

of absorption, thus extending the observation range exponentially (Bisswanger, 2014). Furthermore, 

due to ease of use, and low susceptibility towards interferences, spectrophotometric assays are ideal in 
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enzymatic assay measurements. Thus, this work aims to determine the enzymatic activity of diamine 

oxidase against cadaverine and putrescine using a spectrophotometric, microtiter plate-based method. 

 

Materials and Methods 

Solutions of diamine oxidase (Sigma, UK), peroxidase from horseradish (HRP) (Sigma, UK) and o- 

dianisidine dihdrochloride (Sigma, UK) were prepared in phosphate buffered saline (pH 7.2) (Oxoid, 

UK). Cadaverine (Sigma, UK) and putrescine (Sigma, UK) solutions were prepared by adding 40 g/ 

mL of stock cadaverine/putrescine to 1 mL of sterile distilled water (pH 7.0) and then vortexed for 2 s 

for even distribution. 

To a 96 well plate (Thermo Scientific, UK), 160 L of phosphate buffered saline (PBS) was added to 

each well. Ten microliters of diamine oxidase (0.01U) was added to each well following a 1 hr 

incubation at 37˚C in 5% CO2. Following the addition of diamine oxidase enzyme, 10 L of 

peroxidase from horseradish and o-dianisidine dihydrochloride (Sigma, UK), were added to each well, 

ensuring this was done in a dark environment as to not degrade the dye. Before addition of polyamine 

substrate, the plate reader (Thermo Scientific, UK) was calibrated to the following parameters: 

Incubation temperature set to constant 37°C, Kinetic loop at 10 s intervals, allowing for 480 s of 

enzyme substrate activity, Photometric, single wavelength set to accurate at 405 nm. The polyamines, 

cadaverine and putrescine (10 L) are added to each respective well and gently mixed to disperse 

evenly in each well. Care was taken not to introduce bubbles as this may interfere with absorbance 

readings. The plate was then placed in the plate reader for measurements to be taken and recorded. 

 

Results and Discussion 

Enzymatic assays involve the rate of a chemical reaction, including all potential factors such as 

temperature, concentration and pH, which may influence an enzymes rate at which a substrate is 

catalysed (Robinson, 2015). The results of this study demonstrated that binding between cadaverine 

(40 g/ mL) and diamine oxidase (DAO) (0.05 U) was proficient (figure 1), resulting in a substrate- 

enzyme complex and subsequent release of H2O2. A sharp increase in absorbance shortly after a 

substrate is inoculated with its respective enzyme, followed by a plateau (as demonstrated in figure 1) 

is indicative of a standard rate of reaction curve (Ishikawa et al., 1993). The increase in absorbance 

depicts the uptake of substrate via the enzyme active site, thus producing H2O2 (Pan et al., 2010). The 

plateau demonstrates the end of the reaction, where all substrate has been catalysed into their 

respective breakdown products, or there is no longer any active enzyme present for uptake of 

substrate. In this work, the reaction taking place was evident of enzyme substrate formation, since the 

reaction would demonstrate no absorbance change without the production of H2O2, as the colorimetric 

dye (o-dianisidine dihydrochloride) would not be oxidised by HRP in the absence of H2O2 (Claiborne 

and Fridovich, 1979). The reaction occurred in accordance to the following equation (1): 

(1) Cadaverine + H2O + O2
 Diamine Oxidase > 5 - Aminobutanaldehyde + NH3 + H2O2 

The reaction used HPR with o-dianisidine dihydrochloride in the presence of H2O2 (2) (the substrate 

in this reaction was introduced at the last step, to maximise the orange oxidised end-product 

formation). This was measured spectrophotometrically at 405 nm. 

(2) H2O2 + o-dianisidine dihydrochloride(reduced) Peroxidase > 2H2O + o-dianisidine 
dihydrochloride(oxidized) 

The rate of reaction was determined to evaluate the time required for all the substrate (cadaverine) to 

be catalysed by the diamine oxidase enzyme and converted to its appropriate by-products. The time 

required, using the 2.5 U peroxidase was 120 s. This time was similar to that of the 25 U HRP 

however; the reaction was initiated at a much greater absorbance of 0.8162 nm, whilst showing a 

smaller absorbance increase over the course of the reaction. This suggested that increasing the 

concentrations of HRP in the reaction did not affect the rate at which the reaction occurred however, 

the absorbance intensity increased. The enzymatic assay allowed for determination of the timeframe 
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needed for diamine oxidase to completely catalyse the conversion of cadaverine into 5- 

aminobutanaldehyde, NH3 and H2O2. 

The enzymatic reaction was then carried out against putrescine, using the same method to determine 

the efficacy of putrescine towards diamine oxidase and determine its rate of catalysis (figure 2). 

Similarly to cadaverine, putrescine showed in increase in absorbance over a timeframe of 150 s 

however, the absorbance readings were at a much lower maximum reading (0.44 1nm at 2.5 U HRP 

and 0.738 nm at 25 U HRP). This was potentially due to the fact that diamine oxidase, whilst being a 

diamine molecule catalyst, demonstrates a much stronger binding affinity towards cadaverine (almost 

1.5x higher affinity), whilst demonstrating a less specific response, albeit still selective, towards 

putrescine (Elmore et al., 2002). 
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Figure 1. Diamine oxidase activity was measured as a function of time. Absorbance of physiological 

concentrations of cadaverine measured using a rate of reaction assay. Diamine oxidase with 

peroxidase (two concentrations of 2.5 and 25 units (U) respectively) and o-dianisidine 

dihydrochloride were used for determination of cadaverine substrate binding at an absorbance of 405 

nm (n=2). 
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Conclusion 

A rapid and simple test for determining the enzymatic catalysis rate of two polyamines, cadaverine 

and putrescine, using diamine oxidase was done. This method employed the used of hydrogen 

peroxide production coupled with o-dianisidine dihydrochloride to produce a colorimetric reaction, 

measured at 405 nm using a spectrophotometric plater reader. It was determined that cadaverine and 

putrescine require 120 s and 150 s, respectively from their initial introduction into the enzyme mixture 

to achieve complete catalysis and stop further H2O2 production. This work can be used in several 

healthcare or food industrial applications for detection the presence of polyamines in biological 

samples as indicators of disease, or for determining food freshness such as fish and meat via presence 

and concentrations of polyamines. 
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Abstract. In the past decades, safety assessment in maritime transportation has raised 

industry and public’s concerns, given complex risks existing in maritime accidents. 

In the meantime, various causal factors analyses have been developed to identify the 

inherent relations to maritime accidents. A risk analysis approach is proposed in this 

article based on Bayesian Networks (BN), to enable analysis of risk factors 

influencing different types of accident in waterborne transportation, and further to 

predict the probability of accidents. First, the data is derived from the maritime 

accident reports from 2012 to 2017 in MAIB and TSB databases to extract the 

relevant risk factors. New primary data is analysed directly from maritime accident 

records. Then, the network structure is constructed via the NBN (Naïve Bayesian 

Network) and validated by sensitivity analysis subsequently. The results reveal that 

the key risk factors influencing maritime accident types include Ship operation, 

Voyage segment, Ship type, Gross tonnage, Hull type, and Information. The findings 

provide transport authorities with useful insights for maritime accident prevention. 

 
Keywords. Maritime transport, Risk analysis, Maritime safety, Bayesian networks 

 

 

1. Introduction 

Waterborne transportation accounts for approximately 90% of the world trades, representing one of 

the essential concerns among the society. From the ‘Safety and Shipping’ Annual Report of 2017 [1], 

published by Allianz Global Corporate & Specialty, there is more than a quarter of ship losses 

occurred in the South China, Indochina, Indonesia and Philippines regions. Although the number of 

maritime casualties has declined over the years, there is increasing complexity of maritime risk 

existing in the shipping industry. Analysis of maritime accident reports is one of the most effective 

ways to investigate the causal chains and the correlations among causation factors in risk assessment. 

Studies rely on the discretional context and experts’ comments to extract the causal relations among 

the process of accidents, as well as data-driven methodologies. Specifically, casual relations are 

connected to one type of accidents through accident analysis method [2-4]. However, in face with 

several casual factors affecting maritime accidents, few studies explore the relationship between risk 

factors and the accident types considering human errors. That is to say, the key factors contributing to 

collision accidents are probably different from those resulting in grounding accidents. 

This study aims at analysing risk attributes in waterborne transportation based on Bayesian network 

(BN) modelling, and identifying the contributing factors that have impact on different types of 

maritime accidents. The historical data sources from the maritime accidents occurred in the last 6 

years from 2012 to 2017 is utilised to identify the risk. Then, a data-driven BN-based approach is 

proposed to analyse the accident type in maritime transportation. The results would enhance the 

understanding of the relationship between risk attributes and the accident type. 

 

2. Methodology 

2.1. Model 
BN model is a probabilistic directed acyclic graphical (DAG) model introduced by Pearl [5]. It is 

composed of nodes with the links between them, representing variables and influences of one node on 

the other(s), respectively. This study developed the NBN(naive Bayesian Network) modelling to 

decrease the complexity level of the structure. It has an independent node as the target node directly 

connected to all the other nodes, and no other links between child nodes are allowed in the structure. 

The NBN is a very commonly used model aiming at classification [6]. 
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Let ‘accident type’ be the target node, also the class variable (S) with 9 states, 𝑅𝑅 = 

�𝑅𝑅𝑆𝑆𝑆𝑆 , 𝑅𝑅𝐻𝐻𝑆𝑆 , 𝑅𝑅𝑆𝑆𝑆𝑆, 𝑅𝑅𝐿𝐿 , 𝑅𝑅𝐺𝐺𝑆𝑆, 𝑅𝑅𝑆𝑆𝑆𝑆 , 𝑅𝑅𝑉𝑉𝑆𝑆, 𝑅𝑅𝑊𝑊𝑊𝑊 , 𝑅𝑅𝑆𝑆𝑊𝑊 , 𝑅𝑅𝑆𝑆𝑇𝑇 , 𝑅𝑅𝐹𝐹𝑆𝑆 , 𝑅𝑅𝑆𝑆𝑆𝑆, 𝑅𝑅𝑣𝑣𝑣𝑣 , 𝑅𝑅𝐸𝐸 , 𝑅𝑅𝐸𝐸𝑇𝑇, 𝑅𝑅𝐼𝐼� is the set of risk variables   (𝑅𝑅𝑘𝑘) 
(e.g., ship type, hull type, ship age, length, gross tonnage, ship operation, voyage segment, weather 
condition, sea condition, time of day, fairway traffic, ship speed, vessel condition, equipment, 

ergonomic design, information), where each variable represents a category that is obtained and 
selected from the reports. To obtain the structure of the relationship between S and 𝑅𝑅𝑘𝑘, the 

NBN assumes the pairwise independence of the variables. 
2.2. Sensitivity analysis 

In the probability theory, the mutual information is a measure of the mutual dependence between two 

variables. Since the objective of this study is to identify the relationship between RIFs and ‘accident 

type’, ‘accident type’ is determined as the fixed variable in mutual information. The larger the value of 

mutual information is, the stronger relationship between the factor and ‘accident type’. In this way, 

calculating the mutual information is able to filter out the attributes that are relatively less relevant in 

the model. Then the remaining attributes are selected as significant variables. 

To determine the effects of different variables, a method proposed by Alyami, Yang [7] is applied. This 

method increases the probability of the state within the highest influencing on the collision to 100% to 

obtain the High Risk Inference (HRI) of collision. Then it increases the probability of the state 

generating the lowest influence on the collision to 100% to obtain the Low Risk Inference (LRI) [8] of 

collision. In this way, calculating the average value of HRI and LRI concludes the True Risk Influence 

(TRI) of each variable in the case of collision accident type. To obtain the variable influence on 

‘accident type’, the same analysis procedure is applied to other accident types, ‘grounding’, ‘flooding’, 

etc. Therefore, the sensitivity analysis results illustrate the ranking of variables’ influences on accident 

types. In addition, the average TRI value ranks the variables’ effects on the ‘accident type’. 

 

3. Results and discussion 

3.1. Data and variables 
In online searching and selecting accident reports database, the MAIB and TSB with a time span of 

search from Jan. 2012 to Dec. 2017 were reviewed for the maritime accident reports. The search was 

conducted in Jan. 2018 and the general statistics are presented. 

A maritime accident can be classified according to the original accident reports written by MAIB and 

TSB organisations, i.e. collision, grounding, flooding fire/explosion, capsize, contact/crush, sinking, 

overboard, and others. Further, the accident-related categories or attributes are retrieved in table 1. 

Table 1. The accident-related categories. 
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1.14 ± 0.35 

1       85.8 

2       14.2 

Ergonomic_design 

Information 

1       54.0 

2       46.0 

1.46 ± 0.5 

Time_o f_d ay   

1       54.3 
2       45.7 

    

1.46 ± 0. 5   

 
Fairway _tr affi c  

1       80.9 
2       19.1 

    

1.19 ± 0. 39   

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3.2. NBN modelling 
Assuming that all the variables, i.e. the child nodes, are independent with each other, the NBN is 

constructed. Based on the NBN model, the posterior probabilities of each variable are calculated. The 

statistical analysis of the probability of variables reveals some initial findings. 
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Figure 1. Naïve Bayes network 
Figure. 1 presents the initial posterior probability distributions of the factors involved. In the shipping 

accidents recorded in the maritime accident reports, grounding and collision were two types of accident 

with the highest probability: 20.3% and 21.2% respectively. 40% of vessels involved in the accidents 

are in passage rather than other ship operation, and 41.3% of vessels in the accidents are involved in 

the mid-water of the voyage segment, followed by the arrival segment. 46% of the vessels conveyed 

insufficient information, 14.2% of the vessels had ergonomic design problems in the face of accidents, 

38.9% of them had invalid equipment or devices onboard, and the modification and increasing size of 

the vessels contributing to human errors is 30.4%. 
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3.3. Sensitivity analysis  

Given that “accident type” is the target node, the “ship operation” has the strongest effect on the accident 

type: the corresponding amount of mutual information is 0.28294. Based on the mutual information 

value, we set the threshold to select important variables for further analysis. The variables yield values 

more than 0.09 and had essential impacts on “accident type”, i.e. “ship operation”, ”voyage segment”, 

“ship type”, “gross tonnage”, “hull type”, and “information”. Table 2 shows the TRI values of nodes 

under different scenarios. 

Table 2. TRI of risk variables for all accident type 

Node 
TRI 

S1 S2 S3 S4 S5 S6 S7 S8 S9 Average 

Ship_operation 36.81 40.66 4.74 8.41 20.14 12.48 7.11 25.88 38.72 21.66 

Voyage_segment 32.87 29.88 3.91 4.12 18.14 26.75 4.05 18.12 29.63 18.61 

Ship_type 23.4 23.64 6.17 6.7 17.43 19.25 8.87 17.22 16.45 15.46 

Gross_tonnage 10.7 23.8 3.39 2.38 15.18 12.02 7.15 7.78 8.2 10.07 

Hull_type 14 14.6 7.82 16.46 9.34 6.93 8.04 18.81 17.01 12.56 

Information 8.5 18.8 3.06 3.4 6.21 12.39 1.01 6.48 8.5 7.59 

Specifically, the first row of each variable denotes the base-case scenario, and the following rows 

respectively represent the different scenarios with each state of the variable reaches 100% occurrence 

probability. Also, the comparison and ranking between TRI of different variables represent the result 

of the sensitivity analysis, i.e. the impact level of different variables under the circumstance. 

Generally, the most important variables lists for ‘accident type’ are as follows: 

Ship operation > Voyage segment > Ship type > Hull type > Gross tonnage > Information 

4. Conclusions 

Previous studies mostly focused on the causal factors related to the severity and probability of maritime 

accidents. In this study, the NBN approach is applied to analyse the RIFs and accident types. To identify 

significant RIFs, maritime accident reports from MAIB and TSB within 5 years are extracted and 

reviewed given human errors. The risk-based NBN model is constructed to analyse the causal factors 

in waterborne accidents. And sensitivity analysis is implemented to validate the model. 

Based on the mutual information calculation, the risk variables are ranked and extracted according to 

the degree of sharing information with the node of accident type. The results reveal that the order of the 

critical attributes for the maritime accident type is: Ship operation, Voyage segment, Ship type, Gross 

tonnage, Hull type, Information. 

In general, the results from the NBN present the influence of RIFs in the objective description on the 

accident type. More subjective data for human factors in view of communication, situation awareness, 

fatigue, etc., is being processed to conduct further research to illustrate the influence of human error 

attribute on maritime accidents. 
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